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1 INTRODUCTION

This is the Final Technical Report prepared under the Contract F'30602-95-1-0031, entitled
“Integrating Stochastic and Simulation-Based Models into C3I Automated Planning Tasks.”
It summarizes progress on this contract for 1996.

The most comprehensive list of online (with full text and graphics) publications can be
found in the PIs web page. Many of these publications acknowledge grant F30602-95-1-0031,
however, we are including only those publications with direct relevance to the grant’s focus
on simulation-based planning.

2 ACCOMPLISHMENTS

Several publications were written in the area of simulation-based planning to disseminate
the results of the funded work:

* Ph.D. dissertation of Dr. Jin Joo Lee (San Jose State University)
¢ Journal article in Simulation, November 1996

e Journal article in IEEE Transactions on Systems, Man and Cybernetics, July 1996,
Vol. 26, No. 4

¢ Journal article submitted to ACM Transactions on Modeling and Computer Simula-
tion, August 1996.

® Magazine article in Phalanx, published by the Military Operations Research Society

We developed a new methodology called OOPM (Object Oriented Physical Modeling) and
published this in a manuscript to ACM Transactions on Modeling and Computer Simulation.
A C++ based system called MOOSE, based on OOPM, is under construction. Modeling
windows are underway for finite state automata, differential equations and functional models.
These are the key model types used in the simulation-based planning work. More information
on MOOSE can be obtained by visiting the web site: http://www.cise.ufl.edu/~fishwick/
moose.html.

We published a paper on model abstraction in the recent Winter Simulation Conference
held in San Diego, CA, December 1996. Our intent is to include model abstraction capability
in MOOSE to allow users to realize time constraints on the simulation-based planning by
simulating models at different levels. We are investigating the use of an iterative deepening
approach to simulation that is similar to that found in the computer gaming literature where
a breadth-first strategy is used. Using this method, highly aggregate models are simulated
and refinement proceeds to more detailed models as time permits.

3 MOOSE

MOOSE (Multimodeling Object Oriented Simulation Environment) represents our software
prototype for constructing simulation-based planning scenarios.

3
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3.0.1 Object-Oriented Multimodel Framework
The design framework is complete and is composed of three parts:
1. Graphical User Interface
2. BLOCKS models
3. SimPack
These are defined in more detail below:

1. Graphical User Interface (GUI): The Graphical User Interface allows users to both con-

struct visually- oriented models, as well as view the output from these models in the
2D color scenario window. In many ways, MOOSE will appear similar to commercial
simulation packages, such as SES Workbench, when it is complete. Multi-level, graph-
ical object-oriented model building will be facilitated. The new aspects of MOOSE,
over previously done work, are: (1) support for abstraction and multimodeling; and (2)
support for planning using simulation. The software is also very portable and freely
available to other researchers for further extension. This philosophy is built upon our
previous SimPack software started in 1990. SimPack currently has 170 users world-
wide and is documented in the PIs home page http://www.cis.ufl.edu/~fishwick.
The first aspect, multimodeling, allows users to construct multi-level models where
each level represents an abstraction level for the system being designed or modeled.
Multimodeling affords two types of abstraction: (1) structural and (2) behavioral. The
structural abstraction is a byproduct of the hierarchical design process performed using
the GUI and the use of the BLOCKS language to ensure that all system components
are coupled correctly (interlevel and intralevel). The behavioral abstraction allows a
user to remove lower levels of abstraction through system identification procedures
(using a linear systems and neural network approaches).

We are using the Tk/Tcl toolkit for our GUI development work. Tk/Tcl permits
sophisticated GUIs to be developed on top of BLOCKS and C++. Three Tk/Tcl
Windows are planned. Each window will have control icons (buttons with an icon
instead of text). This means each window can accept input and produce output in
that window.

(a) Window 1 (Ezperiment Window): Specify how many replications to run. Specify
the goal. Stopping criterion and time duration of simulation. Specify both an
analog and digital clock (like X windows) for both real-time and simulated-time.
Terminating or Non-Terminating simulations supported. Specify one of five pos-
sible criteria for optimization. This window controls what is to be done during
execution.

(b) Window 2 (Scenario Window): This represents the output of the simulation.
What object behaviors should be displayed and how should the objects be rep-
resented? There should be a base map and overlay maps. Also, it should be
possible to view graphs of one variable versus another (such as state vs. time).
Graphs could just end up being pop-up windows which come up over the scenario
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window (but which can be moved around). Icons can move around over the maps
(and overlays).

For multiple simulations (see Experiment Window), we can opt to view only the
most recent replication, or possibly watch all of them as they trace out paths over
the map.

(c) Window 3 (Modeling Window): Build and display visual models. All models are
visual with a model component being 1) text, 2) pixmap or 3) vector. The Model
structure is stored in a flat file.

2. BLOCKS Modeling Language The BLOCKS modeling language provides an assembly

language for the different types of models supported in MOOSE. The primary types of
initially supported models are: 1) FSA, 2) functional, 3) Petri net and 4) Equational. In
many ways, the BLOCKS language resembles a modeling language for digital circuits.
All supported model types are translated into BLOCKS models and then simulated
using the SimPack toolkit.

. StimPack Toolkit SimPack is a collection of C++ programs and libraries to support

simulation. Currently, SimPack supports individual model types by allow the user
access to libraries for event scheduling, queuing, and equation solving. Also, we are
adding tools for experimental design and analysis to SimPack, which supports the
simulation-based planning and decision making.

APPENDICES

The following manuscripts are included as appendices.

1. Paul A. Fishwick. “Extending Object Oriented Design for Physical Modeling”. Sub-

mitted to ACM Transactions on Modeling and Computer Simulation, August 1996.

. Yi-Bing Lin and Paul A. Fishwick. “Asynchronous Parallel Discrete Event Simulation”.

IEEE Transactions on Systems, Man and Cybernetics, Volume 26, Number 4, July
1996, pp. 397-412.

. Paul A. Fishwick, Gyooseok Kim and Jin Joo Lee. “Improved Decision Making through

Simulation Based Planning” Simulation, November 1996.

. Jin Joo Lee. “A Simulation-Based Approach for Decision Making and Route Planning”

Ph.D. Dissertation, July 1996.
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Extending Object-Oriented Design for Physical Modeling

Paul A. Fishwick

Dept. of Computer & Information Science and Engineering
University of Florida
Bldg. CSE, Room 301
Gainesville, FL 32611

October 10, 1996

Abstract

When we build simulation models and construct dynamical models for physical systems,
we often do not do so using a clear overall framework that organizes our geometry, dy-
namics and models. How do geometry and dynamics intertwine to effect system change
over multiple abstraction levels? We present a methodology, called object-oriented physical
modeling (OOPM), which builds on the currently accepted computer science approach in
object-oriented program design. This type of modeling injects a way of incorporating geom-
etry and dynamics into general object-oriented design. Moreover, we present an approach
to dynamical modeling that mirrors major categories of computer programming languages,
thereby achieving a definition of system modeling that reinforces the relation of model to
program.

1 Introduction

Simulation is divided into three areas: 1) model design, 2) model ezecution, and 3) ezecution
analysis shown in Fig. 1. Modeling is the process of abstracting real world behavior into a
more economical form for purposes of experimentation and learning. Our chief interest is in
efficiently capturing and organizing the knowledge necessary to simulate physical systems,
both artificial and natural. Simulation requires that we have a way of designing and execut-
ing models. Models can represent geometric shapes of real objects or the dynamics of those
objects. The shape of an object is captured by its geometry, which is used by computer
graphics to display the object. The dynamics of an object allows us to view a computer ani-
mation of the object undergoing time-dependent change. Our purpose is to specify a method
for modeling a physical system, while claiming that our method provides benefits such as
model and model component re-use. We provide a way of organizing physical knowledge and
a methodology for those wanting to model systems at many levels of detail. Our techniques
build on top of object-oriented design principles espoused in both computer science as well as
computer simulation. The method surfaces the importance of an integrated object-process
method where both objects and processes are made visible in model design. We present
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Figure 1: The study of computer simulation: three subfields.
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Model Functional Models

a uniform method that extends previous work by specifying how shape and dynamics are
integrated in the same framework, and by defining methods for modeling that permit an
integration of existing modeling methods without recommending an all-encompassing new
modeling technique. In this sense, the contribution is one where we devise a specific model
integration approach.

The problems facing most model integration situations are analogous to the carpenter,
plumber, and electrician constructing a house. Each has separately created a working net-
work: the carpenter has built the frame, the electrician has soldered wires and boxes for a
completely wired house circuit, and the plumber has assembled the plumbing and heating.
No blueprint has been used to guide each of the three, and so arguments arise and fast but
inelegant fixes are made just to “make it all work.” The three work in isolation in performing
their functions. The absurdity of this situation is clear. Without a blueprint to serve as a de-
sign of house integration, the house cannot be constructed. To model the large-scale systems
properly, many models must be written and assembled. We must find a way for the people
to communicate by specifing their models using a common framework. After-the-fact glue
and paste methods may be necessary initially, but a knowledge representation and design
framework must be created. Only then, should computer code be written to execute the
models.

In Sec. 2, we discuss our motivation for this work as well as a literature search, specifying
what groups have performed similar studies to our own. We introduce a generic example
scenario, in Sec. 3, of a robot moving over a space. This example will be used throughout
the paper as a common thread. Then, in Sec. 4, we define our concepts as well as object-
oriented design as it is practiced in software engineering and simulation. Since modeling
is a process, we present the model design aspects for model engineering, which defines how
models are created from first principles and a knowledge of the system to be modeled.
Sec. 4 supplies the phases needed in engineering the model. Sec. 5 discusses the construction
of the conceptual model. The conceptual model provides a kind of skeletal structure or
scaffolding which requires attributes and methods to make it complete. Sec. 6 describes the
modeling approach for satisfying this completion. There are two types of models: static
models (Sec. 6.1) and dynamic models (Sec. 6.2). In Secs. 7 and 8, we close the article with
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a description of our current implementation of this model engineering approach, MOOSE,
and then summarize what we’ve learned and our future directions.

2 Motivation and Background

The word model is a somewhat overloaded term and can have many meanings depending
on context. We proceed to define what we mean by the word model. Models are devices
used by scientists and engineers to communicate with one another using a concise—often
visual—representation of a physical system. Models are visual high-level constructs that we
use to communicate system dynamics without the need for frequent communication of low-
level formalism, semantics and computer code. In our methodology [13], a model is defined
as one of the following: 1) a graph consisting of nodes, arcs and labels, 2) a set of rules, or
3) a set of equations. Computer code and programs are not considered to be models since
code semantics are specified at too low a level. Likewise, formal methods [36, 56] associate
the formal semantics with models but do not focus on representing the kind of high-level
form needed for modeling. One of our thrusts in this paper is to discourage readers from
thinking that to simulate, they need to choose a programming language and then proceed
directly to the coding phase. Even the phrase “object-oriented” is often defined as being
synonymous with certain programming languages such as C++, and so one may be lead
to begin programming, using polymorphism, virtual base classes and other artifacts, before
the design is specified. Without the proper scaffolding for our models, in the form of a
conceptual model, we will produce disorganized pieces of code without a good understanding
and organization of the physical process we wish to study. The act of coding in an object-
oriented language is not a substitute for doing good design. As an example, C++ provides
many object oriented capabilities, but does not enforce object oriented design. Norman [35]
points out the need for good visual, conceptual models in general design for improved user-
interfaces to physical instruments and devices. The importance of design extends to all
scientific endeavors with a focus on models. Models need to provide a map between the
physical world and what we wish to design and subsequently implement either as a program
or a physical construction.

Programs and formal specifications [54, 56, 39] are a vital ingredient in the simulation
process since, without these methods, modeling approaches lack precision and cohesion.
However, formal specifications should not take the place of models since they serve two dif-
ferent purposes. Specifications are needed to disambiguate the semantics, at the lowest level,
of what one is modeling. Models exist to allow humans to communicate about the dynamics
and geometry of real world objects. Our definition of modeling is described at a level where
models are translated into executable programs and formal specifications. Fishwick and
Zeigler [16] demonstrated this translation using the DEVS [56] formalism for one particular
type of visual multimodel (finite state machine model controlling a set of constraint models).
For other types of multimodels, one can devise additional formalisms [39]. Object-oriented
methodology in simulation has a long history, as with the introduction of the Simula lan-
guage [3], which can be considered one of the pioneering ways in which simulation applied
itself to “object-oriented thinking.” Simula provided many of the basic primitives for class
construction and object oriented principles but was not accompanied by a visually-oriented
engineering approach to model building that is found in more recent software engineering
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texts [45, 5, 18]. As we shall see in model design, the visual orientation is critical since
it represents the way most scientists and engineers reason about physical problems and,
therefore, must be made ezplicit in modeling. Other more recent simulation thrusts in the
object-oriented arena include SCS conferences [41] as well as numerous Winter Simulation
Conference sessions over the past ten years. Also, various simulation groups have adopted
the general object-oriented perspective [44, 57, 22, 1].

We specify two contributions: 1) a comprehensive methodology for constructing physical
objects that encapsulate both geometric and dynamical models, and 2) a new taxonomy
for dynamic models. The motivation for the first contribution is that there currently exists
no method that uses object-oriented design and specifies an enhancement of this design to
accommodate static and dynamic models. We have taken the existing visual object-oriented
design approaches reflected in texts such as Rumbaugh [45] and Booch [4] and extended these
approaches. Regarding the motivation for deriving a new method for dynamic modeling, we
offer the following reasons:

1. Object-Oriented Design: The new taxonomy is one based on object-oriented design
methodology since it is developed as an extension to object-oriented design. Existing
object-oriented design for software engineering does not include the concept of model-
ing. Our design extends the design approaches in software engineering to employ both
static and dynamic models for physical objects. Furthermore, we include both static
and dynamic models, which capture an integrated physical system with geometry and
dynamics.

2. Orientation: Even though we describe our method as “object-oriented,” the method
places equal value on processes and objects. A process is surfaced through the use of
dynamic models (ref. Sec. 6.2), which are stored as method of objects. The problem
with traditional object-oriented design is that it tends to bury the process as code
while surfacing objects through visually oriented class hierarchies and object relations.
It is necessary to bring out both the concepts of process and object by interweaving
them: objects contain visual models which, in turn, refer to other objects’ attributes
and methods, in a chain-like fashion. So, while the approach we advocate is object-
oriented in the sense that we organize all our knowledge by developing classes and
objects first, process has equal footing in the form of visually defined dynamic models.

3. Completeness: The new taxonomy organizes models from several different areas in-
cluding continuous, discrete and combined models under one umbrella. The traditional
modeling taxonomies are currently separate. For example, models that require a con-
tinuous time slicing type of model execution, are grouped into a model category based
on the need for time slicing, not the form of the model. We focus, instead, on visual
model structure as a basis for model design organization.

4. Multimodels: There does not exist a good modeling approach to multi-level models
where levels are defined using heterogeneous model types. The new taxonomy addresses
this problem through the multimodel concept.

5. Design versus Ezecution: A taxonomy for modeling should be based on the design of a
model and not how it is executed. The current taxonomy introduces some ambiguity as
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to whether design or execution is being used to categorize models. The new taxonomy
is one which stresses model form as graphical structure where possible.

6. Dynamic Models versus Programs: We draw a clear parallel between the new taxon-
omy for dynamic models and programming language categories in computer science.
The ability to use the same categories (for modeling as well as for programming)
lends credibility to the new taxonomy, and allows one to draw direct parallels between
programming language and model design constructs without inventing new modeling
category types.

While there has been significant coverage in the simulation literature for analysis meth-
ods [2, 25], the general area of modeling for simulation has lacked uniformity and in-depth
coverage. Two areas of modeling termed “discrete event” and “continuous” are defined in the
simulation literature. For discrete event models, the field is sub-divided into event-oriented,
process and activity-based modeling. To choose one of these sub-categories, we might ask
“What is an event-oriented model?” There is no clear definition [2, 25] other than to state
that a discrete event model is one where discrete events predominate. There is no attempt to
further categorize or classify the form taken on by an event-oriented model. In mentioning
form, we need to address the differences between syntax (form) and semantics (execution). A
program or model may be of a particular form; however, the semantics of this form may have
a variety of possibilities. A Petri net [38] has a particular form regardless of the way in which
it is executed. Ideally, then, we would like to create a model category that classifies the form
of the Petri net, apart from its potential execution characteristics. By associating integer de-
lay time with Petri net transitions, one can execute the Petri net using time slicing, discrete
event simulation or parallel and distributed simulation. By providing an “event-oriented”
model category, it is not clear whether this includes only those models which have explicitly
surfaced “events” in their forms (as in event graphs [48] or animation scripts [13]) or whether
a GPSS or Simscript program [34] could be considered an event-oriented model. Our ap-
proach is to clearly separate model design (syntax) from execution (semantics). Moreover,
as stated earlier, programs are not considered to be models at least for most textually-based
programming languages. One can attach semantics to syntax, but they remain orthogonal
concepts.

Some model types that are similar in form are unfortunately separated into different
categories using the traditional terminology. An example of this can be found in block
models for automatic control and queuing networks. A functional block model and a queuing
network model are identical in form, the only differences being in the semantics for the blocks
(i.e., transfer functions) and the nature of the signal flowing through the blocks (discrete or
continuous). Our taxonomy stresses a difference in model topology and structure instead of
separating model types based on time advance or signal processing features. By using the
concept of functional model, we characterize the syntactical form of the model: functional
models are identified by a uni-directional flow through a network of nodes through directed
arcs. In this fashion, control networks and queuing networks are of the same model type.
Likewise, this flow is directly analogous to functional composition in functional programming
languages.
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Figure 2: Scenario for generic object behavior.

3 Scenario

A general scenario should be defined so we can develop the concepts of physically-based
object-oriented design. We will create a simple example and then provide a table that
illustrates how this example can be seen for a wide variety of disciplines. The reason for
this choice of scenario is that it captures the essence of physical modeling: the application
of dynamics and geometry using particles and fields. Even in the domain of sub-atomic
particles, the object orientation is relevant since particles and fields integrate to form objects
via Schroedinger’s wave equation. The robot serves the role of a particle and the space (or
landscape) serves the role of space. Together, they provide for a comprehensive model.
Consider a 2D space s that is partitioned using either a quadtree or array (ref. Sec 6.1). A
set of mobile robots move around s, undergoing change, as well as changing attributes of
s. Fig. 2 illustrates s and a sample robot r. In the remainder of the paper, we will refer
to Fig. 2 using classes, objects, attributes and methods defined in Sec. 4. A robot or set of
robots move around space s, some staying within the confines of a particular partition of s,
such as s, ; for 4,5 € {1,...,8}. Moreover, certain attributes of s may change. For example,
there may be water in s or a particular density of matter assigned to s. Our robots will
be unusual in that they are capable of changing shape over time if the dynamics demand
this of them. Before we embark on a discussion of object-oriented physical design for robots
within spaces, we present Table 1 to illustrate how, through mappings from one discipline
to another, different areas fit into this general scenario scheme.

4 Model Engineering

Our basis for physical modeling begins with object-oriented design concepts as described in
textbooks [5, 45] as well as object-oriented modeling as applied specifically for simulation of
discrete event systems [57]. Model engineering is the process of building static and dynamic
models for a physical scenario using our extended object-oriented framework. The steps we
take in this procedure are shown in Fig. 3.
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Table 1: A sample set of applications using a particle-field metaphor.

| Application | Particle | Field |
Cybernetics robot space
(intelligent agents) (room,factory floor,
terrain)

Military plane, squadron air space
(Air Force)
Ecology individuals, species | landscape
Materials particles,molecules | fluid

' (air, liquid)
Computer chip, module N/A
Engineering
Quantum wave function wave function
Mechanics
Meteorology hurricane, tornado | atmosphere

(finite volumes)

Phase 1 Phase 2 Phase 3

iConceptual Modeling; i —l’fn)?s;c_alf l\_/I(_)d_efir;g~ ) _: " Programming |

' f ) | | |

. 1. Identify Classes and ! 11. Specify Static Model \ 11. Specify Variables X

hysical ' S . Specify Static Models . Specify Va

gcgnar?o : Relations ) : :
1 2. Identify Atributes and 12. Specify Dynamic Models | 12. Specify Code :

1 Methods | N | | |

’ 1

Figure 3: Model engineering.

5 Conceptual Modeling

The first phase is constructing a conceptual model of the physical scenario. To build such a
model, we must construct a class graph with relations among the classes. Furthermore, we
must identify attributes and methods in those classes. A class is a type. Our treatment of
a class is as if it served as a “cookie cutter.” A cookie cutter (class) operates over a sheet
of dough to create cookies (objects). We might create several types of robots: Walking,
Rotating, Fixed-base. Each of these are classes and they are sub-classes of robot since all of
them are types of robots. This particular relation is called generalization. Another kind of
useful relation is called aggregation since it involves a relation among classes where there is a
“part of” relationship. For example, a particular robot may be composed of (or aggregated
from) wheels, an arm and a camera. The base, arm and camera are part of the robot: the
robot is an aggregate of the base, arm and camera. Fig. 4 shows how we illustrate both of
these relations: generalization with a circle and aggregation with a square. We also permit
an analyst to specify any given relation as both aggregation and generalization. This is
delineated with a circle inside a square. The C specified in Fig. 4 can specify cardinality for
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Figure 4: Structure of a class with three relations.

a class. In general, without such a specification, it is assumed that a class can be composed
of any number of objects of the sub-class. However, let’s say that we create a class Room
which will always have four walls, then we can specify = 4 on the aggregation relation arc to
illustrate this constraint. Without this explicit constraint, a Room can be composed of any
number of walls. This approach is consistent with several existing OO approaches [45, 22]
to aggregation specification.

While we are on the subject of classes, we define an object to be an instance of a class.
A particular wheel is an instance of the class called Wheel. A class is a set of objects, which
are related through the class definition. A class is composed of its name, a set of attributes
and a set of methods. Aggregation among classes requires some clarification. If The set of
Wheels for a robot is aggregation from the classes FrontW and BackW, there may be any
number of front wheels and any number of back wheels. The aggregation just shows the class
aggregation and not the object aggregation. The specific number of wheels is something that
is changed as we create instances of the two classes. An actual object called wheels can be
created from class Wheels and then we can create two objects from FrontW and two from
BackW. We can even create a containment model (or data structure) which we locate as an
attribute value within wheels that shows the composition of this particular wheels object.

A key part of conceptual modeling is identifying the classes. For the most part, this
procedure is ill-defined but some rules and approaches do exist [13, 18] to help in the model
engineering process. Natural language provides one basis on which to base choices for classes,
attributes and methods. The following are heuristics to aid in the creation of the conceptual
model from a textual description of a physical scenario:

e Make nouns classes or instances of a class.

e Use adjectives to make class attributes, sub-classes or instances.
e Make transitive verbs methods which respond to inputs.

e Use intransitive verbs to specify attributes.

In the physical sciences and engineering, we use models to describe the shape of objects
as well as their behavior. We call the combination of attributes and methods structure. The
two types of relations among classes, generalization and aggregation, are very popular and
are frequently used in object-oriented design. The reason for their utility and popularity is
that they involve the implicit act of passing structure from one class to another. Structure
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passing is powerful and enables us to fragment the world into classes, while designing common
structure through aggregation and generalization relations.

The passing of structure for generalization is top to bottom, of a hierarchy of classes
related via generalization, and is frequently known as inheritance. Let’s consider an orange.
An Orange class inherits certain attributes and methods (i.e., structure) from the Fruit class
since an orange is a kind of fruit. A walking robot is a type of general robot, and so inherits
structure from the general robot. The uppermost classes in a generalization hierarchy are
base classes and the child classes are derived classes from the particular base class.

We have discussed generalization and its associated structure-passing inheritance capa-
bility, but there is another key kind of relation: aggregation. Aggregation enjoys the benefit
of structure passing also, but the structure passing in aggregation is bottom-up instead of
top-down. A class that is an aggregation of classes underneath it captures the structure of
all of its children. A robot contains all attributes and methods associated with each of its
sub-components, such as links, cameras and the behaviors of those sub-components. As we
use inheritance for generalization, we will use composition for aggregation. Structure passing
is done, therefore, through inheritance and composition. For our discussion of generalization
and aggregation, we assume that structure passing is a logical operation; however, it may not
be directly implemented in a specific programming language or implementation. For exam-
ple, a large 10° square cell space is an aggregate of 10° individual cells; an implementation
may choose not to cause the explicit passing of structure from children (i.e., cell) to parent
(ie., space), nevertheless, the structure passing is a logical consequence of aggregation, and
is logically present in our design, if not in our implementation.

Inheritance and composition are further defined as follows:

e Inheritance (or generalization) is the relational property of a generalization hierarchy.
Composition (or aggregation) is the relational property of an aggregation hierarchy.

e To differentiate between layers in a hierarchy we use the terms “child” and “parent.” A
parent is always above a child regardless of the relation type. Therefore a child class in
generalization inherits from its parent, but a parent class aggregates from its children.

e The words “derived” and “base” are relative to the type of relation. Base classes in
a generalization tree are at the top with lower-level classes deriving structure. For
aggregation, it is the opposite, with the base classes being at the leaves of the tree.
Structure passing for both relations is derived from “base” to “derived” classes.

e The only classes that can be used for constructing objects are the leaf classes of a
generalization hierarchy. Internal tree nodes are used to hold class structure but are
not used for object construction.

e Inheritance occurs when a derived leaf class in a generalization class hierarchy is used
to construct or create an object. The object “inherits” all attributes and methods from
its parent (or parents in multiple inheritance).

e Composition occurs when any class in an aggregation class hierarchy is used to con-
struct or create an object. The object passes all structure assigned to it upward to the
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Figure 5: Phase 1, Step 1: Identify classes and relations.

parent (or parents) in multiple composition). The derivation of structure moves from
the base classes.

Aggregation and containment are two different, but related concepts. Aggregation involves
composition, which means that a class is composed of sub-classes. A glass of marbles will
contain marbles, but the glass is not composed of marbles and so a Marble class, in an
aggregation sense, is not a sub-class of Glass unless one redefines the meaning of Glass
to encompass not only the physical structure of a glass, but also of everything within the
“scope” or “environment” of the glass.

Generalization and aggregation are the key relations used in building a conceptual model,
but they are not the only types of relations. If our physical scenario was such that all robots
were attached to wooden boards, then one could form a relation arc between the class robot
and the class board. However, there are sometimes better mechanisms for handling such
cases. For the robot and the board, one can form an aggregate class called Robot-env
which aggregates both board and robot classes. Some of these other class relations may or
may not involve structure passing, but generalization and aggregation represent the power
of a transitive stucture-passing relation involving any number of hierarchical levels. In any
event, by allowing arbitrary relations among classes, we generalize conceptual models to have
similar capabilities in representation to that of semantic networks and certain schemata in
databases. That is, one can use logical inference and querying on the conceptual model in
addition to using it only for structure passing. Also, the conceptual model need not be static.
The conceptual model as it is originally defined represents a physical system at an initial
time instant. New classes and relations may be added over time to permit a dynamically
changing physical environment.

Fig. 4 illustrates generalization () and aggregation (O) relations. It is not necessary
to group all relations into one graph or hierarchy—multiple graphs or hierarchies are possi-
ble. Fig. 2 provides us with the base classes for Fig. 5. The downward and upward block

All




arrows in Fig. 5 illustrates the respective directions of structure passing for inheritance and
composition.

Inheritance and aggregation have rules that they use to perform the movement of struc-
ture within a tree. For inheritance, methods and attributes are copied from the tree root to
the tree leaves except for when one overrides an inherited attribute or method. However, we
need to be explicit about our “inheritance rule” since copies can be made, potentially, not
only from the root of the generalization tree, or from the immediate parent of a class, but also
from any class which lay in-between the root and leaf class. An attribute type within class
Agent can be set to “organic”. While the classes Human and Animal automatically inherit
this attribute from Agent, Robot overrides this by setting type to “artificial.” Overriding
method and attributes permits a kind of heterogeneity in the derived classes so that they
need not all be perfect copies of the base class. In addition to overriding, some structure
from the base class may not be available for copying to derived classes. A default inheritance
rule is one where a derived class inherits structure through copying from its parent class.

For aggregation, we have a more complex situation where an aggregation procedure must
be specified for all attributes and methods in the base classes. An example of the need for
such procedures is when two base-class methods or attributes are identical in name. The
aggregation question is framed as “Given a number of base classes, how do we glue the base
class attributes and methods to create attributes and methods in the aggregate class?” There
is a conflict and a resolution method is required. Consider attribute contains in Arm, Base
and Wheels. The contains attribute points to a data structure of what is contained within an
object. Through composition, Arm obtains all three of these contains structures but what
is Arm to do with them since they are all of the same attribute name? A logical aggregation
procedure here is to say that all sub-classes of Arm with a contains attribute are grouped
together into a record or array which is then placed in Arm. However, this sort of aggregation
is not always appropriate. If the sub-classes contain an attribute count which specifies how
many objects there are of this class, then the correct aggregation rule for count within Arm
involves a sum of all count attributes in the sub-classes of Arm. In aggregation, some sort
of “aggregation rule” is always necessary. Implicitly, one could define that attributes of
different names simply agglomerate into aggregate objects in a set-union fashion. However,
there are many instances where this is not so. The count attribute is just one example. Other
examples include aggregation into a matrix or array, and aggregation via model component
“coupling” composing a dynamic model of sub-object methods. Rules can be stored in their
respective classes. We make no attempt to formalize the rule structure—only to state that
some code or rules should be available within a class to handle all aggregations that occur.
A default aggregation rule is one where a derived class aggregates structure through set
unton of the child classes. That is—they just collect structure together without resolving
conflicts, merging structure through summation or integration, or performing concatenation
of structure.

As to how we might refer to populations or groups versus individuals, we consider the
motor example. The set of motors can be called motor which points to a data structure
specifying motor objects, while an individual motor requires an index such as motor/[2].
When an object is created that uses the same root name for an object that already exists,
such as when one created object motor[2] after having created motor, then the a hierarchy is
assumed and aggregation occurs as a result. This mechanism allows one to attach recursive,
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hierarchical properties to any class in the conceptual model without explicitly specifying
these properties at the time of conceptual model formation. Instead, this sort of multi-level
hierarchy is defined as a static model. An example of this can be seen with the class Rect in
Fig. 5. This class can be used to create a rectangular space hierarchy of any dimension. Let’s
first create a space object called cell by defining Rect cell. If we wish to structure this space
into a quadtree, for instance, we can then create four new objects cell[0], cell[1], cell[2] and
cell[3]. Since we used the same name cell, there is an automatic aggregation relation with
cell composed of cell[0], cell[1], cell[2] and cell[3]. Specifically, aggregation rules come into
play as previously described. The actual quadtree would be stored as a static model of cell.
The explicit creation of aggregation hierarchies within the conceptual model is dictated by
a heterogeneous aggregation relation. If a robot arm consists of exactly two links, which are
different in nature, then this aggregation relation belongs in the conceptual model. However,
the potentially infinite recursion of spatial decomposition suggests a homogeneous aggregrate
relation, and is relegated to a static model stored within a “space object.”

OOPM specifies that an attribute is one of two types: variable or static model. Likewise,
a method of one of two types: code or dynamic model. A method can be of a functional
(representing a function) or constraint (representing a relation) nature. Once the conceptual
model has been constructed, we identify the attributes and methods for each class. An
attribute is a variable, whose value is one of the common data types—or a static model. A
method can be code, whose form depends on the programming language, or a dynamic model.
The structure of a class is seen in Fig. 6. Variables and code are described in OO languages
such as C++ [49]. We define a static model as a graph of objects and a dynamic model as a
graph of attributes and methods. The model types of interest here are dynamic. However,
the concept of static model complements the concept of dynamic model: methods operate
on attributes to effect change in an object. Dynamic models operate on static models and
variable attributes to effect change. We will use the following notation in discussing object-
oriented terms. When we speak of a class, we capitalize the first letter, as in Robot or Arm.
An object is lower case. An attribute that is a variable is lower case, whereas an attribute
that is a static model is upper case for the first letter. A similar convention is followed for
methods: a code method uses lower case with a parentheses “()” as a suffix; a dynamic model
method is the same but with a capitalized first letter. Classes are separated from objects
with a double colon “:” whereas objects are separated from attributes and methods using
a period “” This convention is similar to the C++ language and is a convenience when
communicating conceptual models textually. All classes, objects, attributes, and methods
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Figure 7: Phase 1, Step 2: Identify attributes and methods.

will use an italics font to differentiate them from surrounding text.
To provide some examples:

e A four-foot high robot rl can be represented as: Mobile_Robot::rl.height = 48.0, where
height is specified in inches. Alternatively, we can simply leave out the class name:
rl.height = 48.0, since we know that rl is an instance of Mobile_Robot by reviewing
the conceptual model. If there is a static model of a robot, in the form of a computer
aided design representation, then we would refer to this as r1.Geometry.

e A robot arm with a revolute joint will rotate, so we can create arm.angle as an attribute
of object arm and also arm.rotate() as a code method of arm that changes arm.angle.
If the dynamics of rotation are captured in a dynamic model Rotate, then we have
arm.Rotate() as my dynamic model. Object arm relates to object r in that the robot
class is an aggregate class containing sub-classes such as Arm. Moreover, an attribute
inside r called connectivity, with a linked list structure, would include arm. Should
the linked list connectivity be a static model or a variable of r? This is ambiguous
and under the user’s control. A general heuristic is that if an attribute contains a
data structure specifying geometry or relative position of sub-objects, then we call it
a model as opposed to a variable, but a case could be made either way.

e A landscape is an object that aggregates an array of cells or patches. The dynamics of
r, that moves within a cell, may be coded as r.Move(), a dynamical model or simply
as r.move(), a piece of code. A landscape subcell, landscape.cell[2,3] will contain some
number of robot objects using the appropriate data structure.

Fig. 7 illustrates a subset of the objects shown in Fig. 5. For this subset, we identify some
attributes and methods that we feel are necessary in simulating the scenario. At this point,
it is not necessary to identify the precise structure of each attribute and method since this
is part of the conceptual modeling phase. In drawing the attribute and methods, it is useful
to recreate Fig. 5 with the ezpanded class nodes shown in Fig. 7. Since this diagram would
be large for all classes in Fig. 5, we are illustrating a subset of all class nodes. We use the
scheme previously discussed to differentiate models from variables and code: models begin
with a capital letter and methods end with a pair of parenthesis “()”.

Fig. 8 displays another robot-oriented conceptual model to illustrate some of the points
we’ve made about generalization and abstraction. We use the following new acronyms:
DigitalTech for “digital technology,” DSPChip for “digital signal processing chip,” and Mux
for multiplexer. For each relation, we need to have a procedure. We’ll proceed from left to
right.
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e Relation 1 (Aggregation):

1. By default, Base will aggregate all methods and attributes using the set operation
union (U) unless otherwise specified. We’ll use this default to pass up all attributes

of Motor and Computer except for id.

2. Base.id is formed by Motor.id and Computer.id by concatenating them in a vector

iBase.id,Motor.id;,.

e Relation 2 (Generalization):

1. By default, Computer and DSPChip inherit all structure from DigitalTech through

copying. We’ll adopt the default on this one.

e Relation 3 (Dual):

1. The default structure passing for this is the same as for both aggregation and gen-
eralization. We are stating that a CircuitCard serves as a composition of DSPChip
and Mux as well as stating that DSPChip and Mux are types of CircuitCard.

2. For aggregation, we specify model Circuit() as being defined by a functional cou-

pling of dsp() and Mux().

3. For generalization, we use the default for inheriting max_voltage, but override the
inheritance for bus_connect since the bus connection is an attribute of the circuit

card and not relevant to DSPChip or Mux.

We’ve seen that generalization and aggregation provide us with power for structure passing,
but that we require both default procedures as well as special procedures which either limit

LA

X

Mux

Mux()

the structure passing in a particular way or accurately define it.

In object-oriented design, there are certain key characteristics that one must employ

throughout the design process:

e Coupling: In class hierarchies and graphs, classes are coupled together via relations,
most of which are aggregation or generalization. Coupling also extends to static (ref.
Sec. 6.1) and dynamic (ref. Sec. 6.2) models where objects, attributes and methods
are coupled together in graph form to create a model. Coupling provides the glue used

to bring classes and other object-oriented features together.
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e Hierarchy: When a relation can be applied transitively (Camera is a kind of Sensor
that is, in turn, a kind of Fixed_Object) then this provides a convenient ordering of
knowledge. Furthermore, the transitive generalization and aggregation relations permit
the passing of class structure down and up hierarchies. Hierarchy plays a key role in
modeling as well with components having sub-components. Sub-component children
can be of the same type as the parent component (homogeneous hierarchy) or they can
be of different types (heterogeneous hierarchy).

® Encapsulation: Where does a particular model belong? To help make this decision, we
use the following rule: a model (static or dynamic) is encapsulated within the most
specific class or object that contains all attributes and methods defined in that model.
This is discussed in detail within Sec. 6.2.4.

Coupling provides the basis for sticking object-oriented components (class, object, attribute,
method) together, whereas hierarchy and encapsulation provide ways in which the coupled
components can be efficiently managed.

To summarize the conceptual modeling phase, we construct classes and relations among
classes. Two key hierarchical, recursive, relations that involve structure passing are general-
ization and aggregation. The conceptual model exists soley as a knowledge representation of
a physical system, and to permit operations such as structure passing and logical inference.

6 Physical Modeling

6.1 Static Modeling

The word “static” in static models refers to the inability of the model to cause change of
attribute; it does not mean that the model doesn’t change. For physical modeling, our
primary type of static model is one that specifies the topology or geometry of a physical
object such as r. However, a semantic net [53], would be an equally valid static model.
Dynamic models (ref. Sec. 6.2) have the ability to change static models over time. The
previously discussed conceptual model, composed of classes and relations, can also be seen
as dynamically changing with class relations changing over time. If this occurs then it is
logical to create an all-encompassing class called universe and then make the conceptual
model an attribute of universe in the form of a static model.

For modeling geometry and space, there are a number of representational techniques,
many of which are discussed by Samet in two volumes [47, 46]. We will not create any
extensions of static modeling methods. Instead, for our scenario conceptual model in F ig. 2,
we’ll discuss our alternatives with an example or two. In Fig. 2 we have two items: a space
s where robots behave. Space s can be modeled a simple square array, which hardly can
be classified as a model except that it is a model considering that it is an abstraction of
a physical object (i.e., a physical space). Beyond this straightforward model, it is often
useful to model space using varying degrees of resolution depending on the area of concern.
Areas of space with a sparse density of robots, for example, might be modeled “in the large”
whereas dense areas are subdivided hierarchically. A quadtree represents a simple form of
four-ply tree data structure that can be used to model the space. For 3D spaces, octrees
provide a related structure. Likewise, for the robot depicted in Fig. 2, there are methods
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Figure 9: Phase 2, Step 1: Static models for space s and robot 7.

described in the literature on computer aided design and computer graphics [17, 20]. Fig. 9
displays two static models: the first model is a quadtree of space s and the second model is
a constructive solid geometry model of robot r.

The quadtree is composed entirely of objects, which when aggregated, form s. An object
can contain its own static models or an attribute called contains that refers to a list structure
of robots found in the object. Therefore, s; and s3;2 are sample objects that may contain
several robots. The reason for sub-partitioning a particular cell is that, depending on the
density of robots in a particular part of s, we may want to sub-divide our space. Another
reason is that if s represents a landscape, we may wish to focus our modeling resources in
a particular sub-cell within s, while still maintaining a partition of s. The CSG tree on the
right part of Fig. 9 provides a structure for the topology of r. The symbol |J denotes union
and () denotes intersection. A CSG tree contains two types of nodes: operations and objects.
For example r is an object composed of the union (operation) of objects arm, foundation
and wheels. A rectangular slab, when intersected with a cubic box, creates the base of r.
Figs. 10(a) and 10(b) display 3D geometric static models for both s and r, reflecting a more
realistic scenario configuration suitable for animation and immersive situations.
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(a) Geometry for space s.

(b) Geometry for robot r.

Figure 10: Geometry representing static models for the scenario.
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6.2 Dynamic Modeling
6.2.1 Overview

A dynamic model captures the way in which attributes change over time. At first glance, it
may appear that one can create a dynamic object-oriented model by linking together objects
in a graph. For example, supposing that robot r; gives food to 2. A temptation is to draw
an arrow from one object (r,) to the other (rz) and claim this as a dynamic model. In
traditional object oriented design, this message passing approach is specified as a way to
model the “behavior” of objects interacting with one another via messages passed from an
object to another. Unfortunately, while such a graph represents our intention of expressing
dynamics, it contains no information as to the underlying dynamics. The primary problem
is that we do not know which methods of 7, or 7, to use. Suppose that r; has many potential
dynamic models. Which particular dynamic model should we use in our “object” model?
The specification of an object pointing to another object is not sufficiently defined to be of
any real use for simulation. In effect, a graph containing the two objects is a static model, not
a dynamic one, since the graph depicts a geometric or semantic relation: one robot connected
to another. To accurately represent the dynamics of objects, we need a more comprehensive
and flexible approach that affords the modeler the ability to use familiar models such as
FSAs, System Dynamics graphs, compartmental flow models and block models.

6.2.2 Three types of Dynamic Model

The three model types that have strong ties with programming languages are: declarative,
functional and constraint. A declarative simulation model is one where states and event
transitions (individually or in groups) are specified in the model directly. Production rule
languages and logic-based languages based on Horn clauses (such as Prolog [24]) create a
mirror image of the declarative model for simulation. Moreover, declarative semantics are
used to define the interpretation of programming language statements. A functional model
is one where there is directionality in flow of a signal (whether discrete or continuous).
The flow has a source, several possible sinks, and contains coupled components through
which material flows. Functional languages, often based on the lambda calculus [31, 40}, are
similar in principle. If programming language statements are not viewed declaratively, they
usually are defined using functional semantics. The languages Lisp [51] and ML [37] are
two example functional languages. Lisp has some declarative features (side effects) whereas
other functional languages attempt to be “pure.” Finally, with regard to computer science
metaphors, constraint languages [6, 29] reflect a way of programming where procedures
and declarations are insufficient. The constraint language CLP(R) [21] (Constraint Logic
Programming) represents this type of language. Also, the next generation Prolog (Prolog
III) is constraint oriented. In constraint models, the focus is on a model structure, which
involves basic balances of units such as momentum and energy.

Fig. 11 illustrates the dynamic modeling taxonomy. The top level of Fig. 11 refers to the
multimodel type (ref. Sec. 6.3) since this type is composed of all sub-types previously dis-
cussed by using hierarchical refinement: declarative, functional, constraint and spatial. Con-
ceptual models are generated before multimodels since conceptual models are non-executable
and reflect relations among classes. Each of these sub-types has two sub-categories:
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e Declarative models focus on patterns associated with states or events. An example
declarative model type with a state focus is the finite state automaton. The event
graph is an example with the event focus.

e Functional models are networks whose main components are either functions (as in
block models) or variables (as in the levels found in systems dynamics).

e Constraint models are represented as equation sets or as graphs. An example constraint
graph is an analog electrical circuit or a bond graph [7].

The extra model type not previously discussed here (but found in Fig. 1 and [13]) is spatial
model. In our discussion, a spatial model is a static model whose dynamics take on one of
three primitive types. So, we do not afford spatial models any special status since in OOPM,
they are artifacts of the methodology and of aggregation relations.

6.2.3 Definitions

To define how dynamical systems are embedded within OOPM, we need to address some
fundamental systems theoretic concepts. A time invariant system 1 can be abstracted as
follows: ¢ =< I,0,Q,Q,4, A >. The sets I and O represent input and output sets. () defines
the state space for the system. (2 represents the admissible set of input trajectories, 0 is the
state transition function, and A is the output function which is generally a function of Q.
There are internal and external events. An external event is one from “outside the system”
whereas an internal event is one “inside the system” (but from a lower abstraction level).
Further explanation and variations of the system formalism can be found in the systems (36]
and simulation [55] literature; however, the above definition suffices for our purpose. The
first key observation of OOPM is that we are encapsulating behavior (dynamic models) and
structure (static models) within objects. This represents a structured representation of a
system as opposed to an all encompassing system definition with a multi-dimensional state
space spanning many objects. For the aggregate objects, however, this large state space is
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accurately captured since these accrue fewer-dimensional state spaces of sub-objects through
composition. The following definitions are presented to bridge the gap between the formal
system components and our components. A class C; is defined as a sub-class of C' in an
aggregation relation; likewise, a class Ci is defined as an aggregate object composing C' as
a sub-class. We let C¢ = C U C" and C; = C U C; for notational convenience. A similar
notation can be constructed for objects O.

o State: A state of class C is contained within C’s attribute list. Comments: objects
that are leaves in an aggregation hierarchy will have low-dimensional state spaces with
internal and root nodes aggregating these low dimensional spaces. The state of object
arm for the robot may include a position for the centroid as well as an orientation 6.
The arm contains all states in Arm; through composition.

o Event: An event is classified as internal or ezternal.

1. An internal event for C is an input from within C;. Comments: all internal events
within C are inputs from C or sub-classes of C. A clock has an internal event
when the alarm rings, but the alarm mechanism is a sub-class C; of C and the
event is an output from C;. The computer for robot r is a sub-object of the robot.
The computer may periodically produce internal (relative to r) events that are
employed in a dynamical model in r).

2. An external event for class C is an input from a class in C*. Comments: An
external event to an alarm clock comes from the human hand or finger object
that presses a button to stop the alarm. All environmental activities in s affect r
through external events, since the environment is outside of r.

o Input: All inputs to C are either internal or external events.

e Output: All outputs from C are inputs to some P with the ezception of a sink node,
for which an output employs a method of C using the C'’s state attributes.

These definitions will help us in formulating common templates for dynamical models. A
primitive dynamical model is of three types: declarative, functional or constraint. For each
of these model categories, there are some common types that we define with templates.

1. Declarative: A finite state automaton (FSA) is defined with nodes and arcs. A nodeisa
state of C. and therefore an attribute of C. The arc contains a boolean-valued method
p() with arguments that are internal or external events. An event graph is defined with
nodes and arcs, as for an FSA. A node is an event (internal or external). An external
event relative to C is an attribute of (' and an internal event is an attribute of é’,-.
The arc in an event graph represents a method that schedules or causes the event on
the head of the arc. The robot r may be in one of three states: active, stationary
or maintenance. The maintenance phase is used for fixing the robot’s position via a
satellite. Therefore, a method is created in r that points to a dynamic model: an FSA
with three states. Arcs from one state to another in an FSA are boolean predicates.
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2. Functional: A block model has nodes and arcs. A node is a method of C, and the
arc represents a directed connection from one method to another. Both methods can
be found in C;. The block model is function-based since functions are made explicit
as nodes. Variable-based models such as System Dynamics [42] or compartmental
models [23] are the duals of function-based models since variables are placed at the
nodes. For a C with this type of method, the variables are attributes of C;. Functions
are often assumed to be linear, but if they are defined, they are methods found in
C;. For our scenario we would have to derive a directional activity to use a functional
model. One such activity is the movement of water on s over cells in a specific direction,
such as via a canal or along a river. Such boundary conditions suggest a functional
model, since without these boundaries, we would use a constraint model defined by
dynamics incorporating local conservation laws. Another activity is if robots cooperate
with each other to form a pipeline task, passing a product or food from one end of
the robot “chain” to the other. This activity is common in workstation cells in a
manufacturing scenario where robots are often fixed relative to each other in space.

3. Constraint: Constraint models are equational in nature, and reflect non-directional
constraints among object attributes. A class C' with a constraint equational model
contains an equation with terms containing attributes of C;. Equations can be repre-
sented in graph form as well as with bond graphs [7, 43, 50]. Models of non-directional
behavior, such as general hydrodynamic models are constraint-based. If all robots in-
teract with each other in ways dictated by nearest-neighbor conditions, for example,
this is modeled as a constraint since there is no consistent, time-invariant direction
associated with the dynamics.

6.2.4 Representing Dynamic Models

How are dynamic model components represented in the physical modeling methodology? We
will illustrate two model types (functional and declarative), each with two model sub-types.
For the functional model types, we use a block model and a System Dynamics model. For
the declarative model type, we will use an FSA and a Petri net. The following notation,
consistent with the previous notations, will be used throughout this discussion:

e Objects: An object is represented as obj. obj; represents a sub-object of obj (in its
aggregation hierarchy), and obj® represents a super-object which is composed, in part,
of obj. When indices i and j are used, it is possible that i = j or ¢ # j. This relation
rests with the particular application.

o Attributes: obj.a represents a variable attribute and obj.A represents a static model
attribute. a is short for any string beginning with a lower case letter; A is short for
any string beginning with an upper case letter. Attribute references (i.e. names) and
values are relevant: a name is just obj.a whereas the value of attribute @ is denoted
as v(obj.a). The following special attributes are defined for all objects: obj.input,
obj.output and obj.state and represent the input, output and state of an object at the
current time.

A22




obj.input() obj. M) obj.outgut()

! obj,, m20 !
o or
obj.m1() 0bjoM20 —|_,> obj , m4()
obj.input() gr or obj.outgut()
obj,.Ml1 obj . M4()
1 MIO obj 30 4
or B
0bj 3 M30)

Figure 12: A block multimodel refinement.

obj.input() %% \ %% obj.output()

obj l.rate obj ,.rate obj 5.rate
obj 2.statel=m 10 obj 4.stat<32=m2()

or or
obj 2.statel:Ml() obj 4.state2=M2()
Figure 13: A System Dynamics model.

e Methods: obj.m() represents a code method and obj.M () a dynamic model method.
m is short for any string beginning with a lower case letter; M is short for any string
beginning with an upper case letter. The following special methods are defined for
all objects: obj.input() and obj.output() and represent the input and output time
trajectories.

The block model contains acollection of blocks coupled together in a network. Each block
calculates its input, performs the method representing that block, and produces output. A
block is not an object since it represents a method within an object. Without any refinement
within a block, a function takes no time to simulate. Time is ultimately associated with
state change. All obj; represent sub-objects of obj. Fig. 12 displays two simple block models:
the first has one block and the second has 4 coupled blocks. The essence of multimodeling is
seen here: a method defined as a dynamic model of the same model sub-type: block. Fig. 13
shows a System Dynamics model that is similar to the block model except that instead of
methods represented by the network nodes, a node represents an object’s state (a variable
attribute). The same kind of multimodeling represented in Fig. 12 (refining a block into
a dynamic model) can be done for the model in Fig. 13; a block is refined into a System
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external event of the form obj.input() )
or internal event of the form obj.state or Ob,l .state

Figure 14: A finite state automaton.

______________________________________________

obj.DynModel()

obj.state =M 1()

obj.stoarte1=m3()
obj.state1=M3()

obj.m() obj.output()_

or
0bj.M()

______________________________________________

Figure 15: A Petri net.

Dynamics model. This multimodel refinement is particularly useful for our two declarative
model types shown in Figs 14 and 15 where input() and output() are not as obvious unless
we capture the model inside of a functional block. Multimodeling is denoted by drawing
a dashed functional block around the model, denoting model refinement. The methods
input() and output() are essential to perform coupling of models together. An FSA will
have an input() method and a state variable attribute obj.state, but we require coupling
information somewhere if we are to decide where the input is coming from and where the
output is going to. This coupling information for a method of obj is present in some o0bj*.
For example, if the FSA belongs in a robot r, defining the dynamics of state change for r,
the input must come from a physical object outside of r but within a more encapsulating
object such as the environment.

The predicates p; and p, in the FSA model in Fig. 14 require further explanation. A
predicate is defined as a logical proposition, whose value is boolean, containing internal and
external events. External events are of the form obj.input() and internal events are of the
form obj.state or obj;.state. Rules are another convenient dynamic model (of the declarative
type) that express changes of state and event. A rule-based model is composed of a collection
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of rules within an object obj, each rule ¢ of the form: IF p;(event, state) THEN obj.mi() or
obj.Mi(). The phrase p;(event, state) defines the same logical proposition discussed for the
FSA.

6.2.5 Single Object

Single objects are our starting point for defining dynamic models. For example, one may
create a simple declarative model in object r of class MobileRobot by specifying a finite
state automaton (FSA) model and linking this to r.Move(). We will let the FSA be defined
by two states, S and M for “Stationary” and “Move” respectively. A robot is in state
S until it receives a cue (an input signal) to move to state M. When the robot receives
another input signal, it moves back to state S. The state variable is located as an attribute
r.position. Therefore the semantics of the FSA would be such that attribute r.position would
be modified depending on the state S or M. For a single object, expressing the dynamical
model in terms of object-oriented features turns out to be straightforward. For a number of
objects, the procedure is more involved but still reflects a natural method of modeling.

A single object may be an entity such as r or a more general space such as s. For s,
we define dynamic models to be those that change attributes of s. Models such as partial
differential equations (PDEs) and cellular automata (CA) can be defined within s. For
example, the constraint reaction-diffusion model

dp

ot
as a method (dynamic model) of s describes how ¢ changes over time. For our robot scenario,
¢ is an attribute of the landscape s that varies over each cell—such as water depth or
vegetation density. Furthermore, r can interact with s since a component in a method of r
can depend upon cell attributes, and vice versa.

f(¢) + V% (1)

6.2.6 k& Non-Interacting Objects

Non-interacting objects do not require any additional dynamic models other than the ones
encapsulated within each object. If many O; reflect robots in motion, there is no need for
a dynamic model in an O to orchestrate this motion, unless there are constraints placed on
the dynamics, in which case a model would be necessary. All O;, for example, would have
to be scheduled by a simulation engine so that they could perform their individual tasks;
however, this scheduling is a part of the model execution and does not affect model design.

6.2.7 £k Interacting Objects

e k directionally interacting objects: interacting objects with a directional flow use func-
tional models: data of some type flow through the methods of objects to achieve
a change of state. For example, assume that two robot objects m; and r, are in a
quadtree sub-cell called cell. r; always hands a part to 5. This describes the interact-
ing dynamics of an aggregate object r containing r; and r,. A method f; is defined
in 7y that captures what is done with the part when r; receives it. Similarly, ro does
f2 to the incoming part it gets from r;. We now make a functional model that is
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composed of two coupled functions f; and f, (fy is linked directionally to f3): fi — fo.
This coupling is performed in accordance with the aggregation rule to define how the
coupling is to occur. The aggregate functional model becomes a method of r.

e k non-directionally interacting objects: interacting objects with no directionality in the
flow are represented using constraint models. If k& objects interact in this fashion, a
constraint model is encapsulated within the aggregate object containing all k& objects.
Robot r; may interact with 7, in such a fashion. A simple method of interaction is
one using a spring metaphor. We attach a virtual spring between r; and r,. Then,
given an acceleration to ry, both robots will move in accordance with Hooke’s law in
an effort to achieve equilibrium. The equation for Hooke’s law is a constraint model
located in an aggregate object r that contains both r; and r,. The equation has terms
that are attributes of r; and r,. The way in which the equation terms are clustered is
determined by an aggregation rule for equation construction.

One theme that arises from our methodology of dynamic models is that one locates a
dynamic model in the object for which it is appropriate. Often, this object already exists
as does r which has a functional model referencing methods stored in r’s sub-objects such
as arm, end-effector and foundation. However, in some cases, an aggregate object must
be created to locate the model, as with the two robots interacting in spring-like manner:
the model of their interaction does not belong to either of them, only to their aggregate
object. The latter concept also applies to populations of objects where they are present in
a scenario. To take an example, let’s consider a constraint model in equation form. Where
do the equation and the composite equation terms belong? If a term or part of an equation
contains attributes only of class C then, it belongs in C. If a dynamic model in 7; (on the
end of a spring) contains only terms of r,’s position (including input terms dependent on
time alone) then the model belongs inside 7;. If terms including r,’s position are in a term
or equation, then we must move the term or equation up a level to be located in 7.

6.2.8 Continuum Models

It may be readily apparent how to take the average scenario object and define it to be
object-oriented; however, models that have a fluid or non-discrete nature seem to present
an incongruity within our defined approach. However, continuum physical phenomena such
as fluids, whether gaseous or liquid, need not present a problem for the methodology. If the
fluid object is sub-divided into constituent objects in the same way that scalar and vector
fields are discretized for numerical reasons (to solve the field equations), then each discrete
part is captured as a sub-object of the field. We briefly considered the concept of a river over
our robot space s. If the river has rigid boundaries, the sub-objects of s will contain sub-
objects of the river object. These object aggregate relations are time-dependent. Objects
can be seen to move with the field or stay fixed. If they stay fixed, the dynamics associated
with each object follow the methods of finite difference formulations. If they move, they
become fluid particle objects and are not unlike the robots. If a fluid object is compressible,
or the object can add or subtract sub-objects, we add these objects over time and our static
models change to accommodate the change in structure. This is a case of having to delete
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and add objects dynamically. In the following section, we’ll treat an example of dynamic
object creation using a biological metaphor.

6.2.9 Morphogenesis

In the previous examples of dynamic systems, a dynamic model was specified within an object
for which it was relevant. But, what if the dynamics cause a change in the static model of an
object? This is what happens in biological systems and what we call morphogenesis [33]—a
temporal change in structure. Lindenmeyer Systems [30] (L-Systems) capture a dynamic
way of modeling that falls under the declarative class of dynamic models: rules are specified
to model change of object structure. We begin with an object whose state is defined by an
attribute serving as an initial condition w, and continue simulation by growing a static model
tree composed of objects. For most engineered devices, such as robots, we do not generally
consider dynamic growth to apply; we apply growth to natural objects. However, we stated
earlier that our robot was capable of changing shape, so we can carry this metaphor further
by stating that the robot link structure in Fig. 2 is the piece of the robot that grows like a
tree over time. At the end of the recursive subdivision, an end-effector grows onto the end
of each link chain much as a flower grows at the tip of a branch or plant stem. The recursion
defined in the productions provides for a tree of objects that grows and is constructed as the
methods are applied. After a tree has grown, other state updating methods can be applied
for modifying the object states; however, in the majority of cases, growth and decay methods
will continue to be applied in parallel with methods that, for instance, change the state of
a tree structure (engineered, biological or otherwise) as a result of external forces such as
wind or water.

For our models, we will ignore the joint object and not directly model the time-dependent
change of link width and length. The L-System production model for simulating the link-tree
in Fig. 16 is defined below:

Dy w:a
pa: a— I[A][A]A
P3 A—IB
ps: B —=[C][C]
Ps - C—1ID
De - D— K

Production p, is the initial condition (or terminating condition). p, provides the basic
support structure for the plant with an internode, two angle branches and a straight branch.
Each branch is constructed with ps. p4 provides a two branch structure at the end of each
of the three branches just created, and each of these new branches contains a flower (via
productions ps and pg). In the case of L-System model definition, productions p, through
ps represent a single dynamical model defined as a method of the overall aggregate robot
object r; however, it is also possible to separate rules so that a rule defines the dynamics for
the object for which it applies. In this case, the rule becomes a method in that object. This
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Figure 16: Time snapshots for robot link tree.

“distributed” rule approach is a logical one and since r represents an aggregation of all sub-
objects, all six rules are aggregated as a method of r through the composition properties of
aggregation. These approaches may suggest different model execution methods for globally
situated rules and distributed rules, but we shall not address the model execution issues here
since our focus is on model design.

We let time advance be associated with the execution of rules until the appearance of
a physical segment (I or K) occurs. The changing state of the robot link tree is shown in
Fig. 16. The static model for the growth at time 3 is illustrated in Fig. 17 and the corre-
sponding object and sub-object definitions are illustrated in Fig. 18. Fig. 18 also contains
the “internode” I objects that define the individual links.

6.3 Multimodels

We identified dynamic models as being one of three types, and it is possible to create a
hierarchy of dynamic models by refining a component of one model as representing another
dynamic model. So, for example, one may take a state of r and refine this into a functional
model containing two coupled functions. This sort of model decomposition is called hetero-
geneous model decomposition [11, 32, 13] since more than one model type is used during
refinement. Homogeneous refinements are more commonly used, where a model component
is refined into similar components but using more detail. In [13], multimodels were visual-
ized outside of an object-oriented framework. In OOPM, a multimodel may be embedded
in several physical objects; however, the individual multimodel layers can still be abstracted
by refining dynamic model components. Even though we have specified multimodels as ap-
plying to dynamic objects, their utility is just as applicable to static models. For example,
consider a static model of s: object s contains a quadtree model as an attribute. Each cell
of the quadtree contains static models of all robots r inhabiting the cell. Moreover, a link
contained with r may be subdefined into yet another model type: a collection of finite volume
objects used mostly in finite element analysis.

Multimodels, whether of static or dynamic models, involve changes in scale so that as
we refine our models, we change the scale of our scenario and new sub-objects emerge at
each abstraction level. For homogeneous refinement, a scale change is accompanied by a
regular kind of scale change. Consider the static case first. A landscape s at one level can be
sub-divided into cells that are the same shape as s but have metric transformation applied
to each of them. This represents a model type we will call array. For dynamic models, one
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Figure 17: Static model for the robot at time 3.

can look inside r's computer to find a digital design, composed of interconnected blocks.
Each block is subdivided into blocks, yet again, but with blocks of finer granularity. On the
other hand, with dynamic model heterogeneous decomposition, we find that we define more
coarse grained dynamics for r using an FSA with finer grained dynamics using other model
types such as the functional block model. For static models, we may decide to subdivide
each cell of s using quadtrees. This represents a shift in model type: from an array to a
quadtree. Recent work on multimodeling and a new taxonomy for structural and behavioral
abstraction is found in [15, 28].

Every dynamic model obj.M() has model components. For multimodeling, the follow-
ing three model components are important: 1) attribute reference, 2) attribute value, and
3) method. Refinements can be made for each of these model component types.

1. An attribute reference is denoted by referring to an attribute obj.a. In particular,
attributes which hold the set or subset of state space can be used for multimodels by
refining the attribute obj.state into a method: obj.state = ml() for a code method
refinement or obj.state = M1() for a dynamic model refinement. Examples of this
type of refinement are: 1) a Petri net place, 2) a compartment of a compartmental
model or 3) a level in a System Dynamics model.

2. An attribute value is denoted by referring to the value of an attribute obj.a, denoted
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Figure 18: Objects created by time 3.

as v(obj.a). Attribute values appropriate for multimodels reflect a phase or aggre-
gate state. A multimodel refinement of an attribute value is performed as either
v(obj.state) = ml() or v(obj.state) = M1(). Examples of this type of refinement
are: 1) an FSA state or a 2) Markov model state.

3. A method is denoted by referring to an objects method: either m1() for a code method,
or M1() for a dynamic model method. Examples of this are: 1) a function in a block
model, 2) a Petri net transition, or 3) a component in a graphical constraint model such
as a bond graph. Recall that methods can be constraint relations as well as functions.

6.4 Location of Models

In what object or class does a model belong? This is a key question that arises when building
the conceptual model. As we have seen with the different dynamic model types, there are
specific approaches for model location depending on the type. In general a good heuristic for
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model positioning is to place a model in an object whose composite objects contain all model
components. For example, when we built a functional model for two robots r; and 7o, we put
the coupled two-function model of f; — f5 inside of an aggregate object r containing r; and
ro. The model could not belong in any single robot even though the model’s components
are located in individual robots. The same heuristic can be employed for all model types.
For an equational model, we might have the following model inside object ol:

d

—p=kip+u(t

5P =k +ult)

where p is a density attribute within object ol. Since this model includes only object ol’s
attribute and reference to an external input, it belongs in ol. Contrast this against:

d

—p = k1p+ 02.

d tﬂ 1P Y

which contains a constraint relation including a term involving another object’s (02) attribute
~. This model must be placed in an aggregate object that contains both ol and 02.

6.5 Predator-Prey Model

Consider that some robots act like predators and some act like prey. In this case, an ap-
plicable dynamic model to create is along the lines of the Lotka-Volterra model [33]. A
conceptual model is shown in Fig. 19. This model suggests that we have a physical scenario
composed of an environment (weather), landscape and a population of organisms. There
are two types of populations: predator and prey. For the sake of the biological metaphor,
we choose Panther as the class of predator and Bird and Deer as sample prey classes. The
Lotka-Volterra model is an example of a general population model that can be characterized
as a p-state ecological model [10]. The designation of p-state is positioned in Fig. 19 within
the Population class where it belongs. For completeness, we have included other types of
ecological models [10, 19] and where they fit within the class hierarchy:

e General Population Model (p-state): a model that specifies the dynamics of single or
inter-species populations.

e Structured Population Model (i-state distribution): a population model where other
independent variables such as size or age are used to “structure” the population into
classes. We placed this within class BirdPop. A discrete set of structured classes could
also be created under BirdPop if desired, such as Hatchling, Juvenile and Adult.

e Individually Model (i-state configuration): a set of continuous-time equations, one per
individual. If one chooses a discrete event-type approach, using rules for the model type
for example, other model types are possible. Wolff [52] refers to a rule-based model as
an individual-oriented model (IOM) to differentiate it from the i-state configuration
model, termed an individual-based model (IBM).

Let’s note the rules for generalization and aggregation:

o Aggregation:
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Figure 19: Lotka-Volterra population dynamics.

1. An specific aggregation rule for attribute count:
Population.count = PredatorPop.count + PreyPop.count

A more general aggregation rule for count, keeping in mind updates and additions
to this conceptual model, is:

C.count = Y Ci.count
i
where C matches any class containing count and C; matches the sub-classes of C.

2. An aggregation rule for dynamic model method Model() in Population:

PredatorPop.rate = PreyPop.birth() — PredatorPop.death()
PreyPop.rate = PreyPop.birth() — interaction()

3. An aggregation rule for code method interaction() in Population:

interaction() = PreyPop.count x PredatorPop.count
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o Generalization: We let count be inherited (passed down) but not any of the methods
defined in Population, PredatorPop or PreyPop.

In reviewing our model, we realize several important benefits from the use of OOPM in
creating this model. The main benefit is one of knowledge representation that focuses on class
creation and the lexical naming of equational terms such as birth() and interaction(). By
making names explicit, we make the model more comprehensible. The benefits of structure
passing are inheritance and aggregation. The definition of Population.Model() is invariant
to additional PredatorPop or PreyPop sub-classes we may choose to add in the future. For
example, we may later add AlligatorPop under PredatorPop. Since AlligatorPop would pass
count upward via the first aggregation rule, the population model need not be redefined.

7 Programming and Implementation

We are building a system called MOOSE: multimodeling object-oriented simulation environ-
ment. MOOSE will capture the essence of OOPM by leading the user through the phases of
model development shown in Fig. 3. The user constructs a conceptual model using a Tk/Tcl
graphical user interface. The user adds attributes and methods. For those attributes and
methods that are defined as models, there is a model window that permits visual editing. As
the model is executed, the simulation output is shown on a scenario window. Our progress
to date has illustrated the use of simulation to the planning process [27, 26]; however, we are
still building the graphical user interface utilities for the model window. A sample scenario
window for an air force mission application was constructed along with a simulation built
on top of SimPack [12, 13, 9].

We draw a dividing line between the actual implementation and the logical design which
is used as a basis for code implementation. Our focus in this article has been on this logical
design. Some implementation choices, for example, have dictated that for a particular object-
oriented language, creating formal objects for every individual in a population may not be
computationally feasible, even though our design is drawn so that these objects exist. This
is not a problem and reflects that the design stands by itself and is used as an intermediate
vehicle from concept to code. Different computer languages have their own unique features,
and the basic object-oriented physical design should not be bound by what is offered or not
offered by these languages. C++ is an example of a language that offers inheritance but
not composition so while inheritance is supported in the form of derived class structure,
composition is handled on a case-by-case basis where the programmer stores the structure
in the object(s) affording computational efficiency.

8 Conclusions

To build simple systems, we may sometimes get away without using a model design. In such
a case, we may sketch a few formulae and proceed directly to the coding phase. However,
with the increasing speed of personal computers, we are in a period of increased development
for model design that might best be captured by the word “integration.” As scientists and
engineers, we have our own individual static and dynamic models for our part of the world.
But this this not enough when we want to integrate models together. Suddenly, we find
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ourselves overwhelmed with the sheer size of model types, and frequently some may not
have model types but have only coded their simulations. To get a handle on this situation,
we need a blueprint as if we were going to perform this integration as a metaphor to building
a house. Without a blueprint, the electrician and carpenter are at odds as to how to interact.
‘They each construct their own complex parts and one only hopes that the resulting glued-
together construction will function as a whole. The blueprint helps them to work together.
Our methodology for object-oriented physical design is like the blueprint, permitting models
of different types to fit together so that more complex and larger systems can be studied.
These larger systems require an interdisciplinary approach to model design and so we must
agree on a basic language for blueprints.

Our immediate goals are to apply this general methodology to various technical areas
including the simulation of multi-phase particle flows in the University of Florida Engineering
Research Center for Particle Science and Technology and an integrated modeling environment
for studying the effects of changes in hydrology to the Everglades ecosystem managed by
the South Florida Water Management District. For decision making in the military, many
levels of command and control exist, and the methodology provides a consistent approach
in using models for planning and mission analysis both “before action” and during “after
action review.” All of these systems have a characteristic in common even though they
may appear at first quite different: they involve the modeling of highly complex, multi-level
environments, often with individual code and models developed by different people from
different disciplines. MOOSE development is underway and C++ code and GUI interfaces
are being constructed to make it possible for analysts to use our system. A longer range goal
is to allow our models to be distributed over the Internet (or over processors for a parallel
machine). The object oriented concepts of re-use and encapsulation will help greatly in this
endeavor. Also, we are trying to create a bridge between the use of modeling in simulation
and general purpose programming. As various authors have noted [8, 14], if one liberally
applies the concept of metaphor to software engineering, the differences between software
and systems engineering begin to dwindle to the point where software engineering can be
considered a modeling process.
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Asynchronous Parallel Discrete Event Simulation

Yi-Bing Lin and Paul A. Fishwick, Senior Member, IEEE

Abstract—Complex models may have model components dis-
tributed over a network and generally require significant ex-
ecution times. The field of parallel and distributed simulation
has grown over the past fifteen years to accommodate the need
of simulation the complex models using a distributed versus
sequential method. In particular, asynchronous parallel discrete
event simulation (PDES) has been widely studied, and yet we en-
vision greater acceptance of this methodology as more readers are
exposed to PDES introductions that carefully integrate real-world
applications. With this in mind, we present two key methodologies
(conservative and optimistic) which have been adopted as solutions
to PDES systems. We discuss PDES terminology and methodology
under the umbrella of the personal communications services
application.

I. INTRODUCTION

UR purpose is to introduce the basic technical concepts

of distributed simulation of event-based models (so
called discrete event models), and to tie these generic concepts
to a specific application: personal communications services
(PCS). Several introductory articles have been presented in
the literature such as Fujimoto [1], Nicol et al. [2] and
Richter et al. [3]. These papers have helped to disseminate
the asynchronous parallel discrete event simulation (PDES)
methodology for a wide readership. Our approach is similar
but stresses a single real world application for discussing the
methodology of PDES. By defining the methodology and all
PDES terminology within the context of the PCS application,
this paper serves both as a tutorial to PDES and as an
introduction to PCS simulation modeling. PCS is a rich enough
application to illustrate most basic PDES concepts.

The processing elements in PDES can either be of a parallel
or distributed nature. An MIMD machine with multiple asyn-
chronous elements performing message passing is an example
of a parallel machine. Distributed elements normaily refers to
local or wide area networks composed of inter-connected set
of heterogeneous workstations and computers. PDES is used
for one of two reasons: 1) one wants to execute a model faster
than is possible in a sequential machine, or 2) one must model
in a distributed fashion because of a constraint that a process
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(i.e., computation) must be distributed rather than localized to
a single processor. One author (Lin) has demonstrated various
speedups possible on a distributed memory architecture for
the PCS application [4], [5]. There is no question that PDES
speeds up otherwise serial computations during a simulation.
The second reason for PDES (distributed model constraint)
is based on a situation where models for system components
are stored in physically different locations. The other author
(Fishwick) is building a prototype distributed simulation of
a process plant where each plant component is ultimately
co-located with the manufacturer of that component.

The paper proceeds as follows. First, in Section II, we
define our terms within the PDES area and demonstrate the
generic approach to distributed simulation. In Section III, we
introduce the PCS application and demonstrate the need for
synchronization of incoming messages to a given process.
There are two key approaches to synchronization. Method
1, defined in Section IV, is termed the conservative method
since it ensures that the causal relation among time consecutive
events will be maintained at all times during the simulation.
Method 2 is defined in Section V, and identifies the optimistic
method. In this approach, the causal relation can be broken
with subsequent fixing of state variables. We close in Section
VI with directions for the future of PDES.

Throughout this paper, we use three font styles to represenz
different concepts. The typewriter type style represents
attributes or methods (e.g., SendMessage ()) of objects.
The italic type style represents variables such as LP or
p. The serif type style represents event types such as
CallArrival. :

II. PARALLEL DISCRETE EVENT SIMULATION

A. Basic Terminology

We begin by defining terms which are commonly found in
the simulation and PDES fields. These terms will be revisited
in Section 3 when we assign the terms to the PCS application.
The study of any physical system to be simulated begins with
the creation of a model. Such a model can be in one of
several types [6]: 1) conceptual, 2) declarative, 3) functional,
4) constraint, 5) spatial or 6) multimodel. One begins with
a conceptual model which describes qualitative terms and
class hierarchies for the system. In many ways, the conceptual
model “organizes” the definition of attributes, methods and
general characteristics of each system component without
going so far as to ascribe dynamics to components. The next
four model types reflect an orientation to system construction;
a system may be constructed as a Petri net {7], queuing model
[8] or as a cellular automaton [9] for instance. The last model

1083-4427/96305.00 © 1996 IEEE
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type (multimodel) permits the integration of basic model types
to create a model composed of component models [10], [11]
where each component model represents a level of abstraction
for the system.

The PCS area, to be discussed in Section 3, uses a spatial
model in that the system is viewed as a hexagonal discretiza-
tion of a large two-dimensional space representing an area
where cellular communications are to be implemented. Spatial
models can be executed in several ways including time slicing,
event scheduling and parallel and distributed. Our approach
will be to use a parallel and distributed approach to model
execution, while using the concept of event scheduling within
each process. Speaking of process, we must define this term
appropriately. Model components for a PCS implementation
will be a collection of hexagonal cells. Other.model types,
such as a queuing model, are composed of other components
(facilities). A logical process (LP) is defined as a set containing
basic model components, so a PCS logical process will be a
set of hexagons, or just one hexagon. A physical process or
processor is a set of logical processes mapped in a way that
conforms to the architecture of the parallel/distributed system.

An LP contains several objects:

¢ Local Virtual Time (LVT): time associated with the LP.

The LP does not know another LP’s time unless commu-
nicated via a message.

* Future Event List (FEL): event list used when there are

internal events posted within the LP itself.

¢ Event: an item within the FEL.

* Message: an item sent from one LP to another.

The FEL is composed of events, where an event combines
the following objects: 1) time stamp, 2) token, 3) event type.
The time stamp reflects when the event is to occur. An
event’s occurrence correlates with the execution of an event
routine for that LP. The token is associated with whatever is
flowing through the network of LP’s. For the PCS application,
portables (i.e., mobile phones) flow through the system. An
event type specifies what will happen to the token (arrival,
boundary crossing, departure, incoming call). An LP has input
channels and output channels where each channel has a first-
inffirst-out (FIFO) buffer associated with it. A message is
equivalent to an event that must be moved from one LP
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to another. Messages which simply enter an FEL and are
processed are generally called events. When an event must be
issued to another LP, it becomes a message. The relationship
among the above terms is shown in Fig. 1.

Messages arrive in one of several input channel buffers and
are routed directly to the LP’s FEL. Note that simple LP’s may
involve a calculation such as 1) taking the timestamp from
an incoming message, 2) adding a value to this timestamp,
and 3) sending the new message to the output buffers. Such
an LP would not have any need of an FEL and would
be a “pure” distributed simulation. This kind of technique,
however, is wasteful of the computing elements since there

will be a large price to pay in communications overhead

among inter-LP communication. A simple addition is not
sufficient to warrant a distributed approach. On the other
hand, if the processing element can be made to do work
then the communications overhead becomes less critical. The
kind of work ideally suited in simulation is a sequential
simulation within the LP, composed of the usual FEL and
event routines. Thus, the distributed simulation is hybrid in
form with sequential simulation coinciding—and synchronized
with—distributed simulation. The LVT of this more substantial
LP is updated by removing the highest priority event (lowest
timestamp) from the FEL and executing the associated event
routine. Some (or all) of these event routines will contain
scheduling commands to place events with new times back
into the FEL. Some event routines will involve messages to
be issued through the output buffer(s) to a target LP.

B. Object Oriented Implementation

A PDES consists of several PDES objects or LP’s. These
LP’s execute asynchronously with coordination to complete
a simulation run. To implement the objects in an LP (as
described in Section II-A), the attributes and methods of the
LP are classified into four categories (see Table I):

* A clock mechanism indicates the progress of the LP.
An attribute LVT represents the timestamp of the event
that just occurred in the LP. The LVvTUpdate () method
updates LVT to advance the “clock” of the LP.

* A FEL mechanism processes the events occurring in
the LP. The FEL is basically a priority queue with one
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TABLE I
ATTRIBUTES AND METHODS OF AN LP

Mechanism Attributes Methods

Clock LVT LVTUpdate()

FEL eventList Enqueune()
Dequeune()
Cancel()

Synchronization ReceiveMessage()
SendMessage()
ExecuteMessage()

Application to be elaborated | to be elaborated

attribute and three methods. An attribute eventList
maintains the events to occur in the future. The
Enqueue () method inserts a time-tagged event into
eventList so that eventList maintains its ordered
sequence. The Dequeue () method deletes the event
with the minimum timestamp in eventList. The
Cancel () method deletes the event with a specified
timestamp in eventList.

* A synchronization mechanism interacts with other

LP’s to coordinate the execution of PDES. The Re-
ceiveMessage() method receives messages from
other LP’s (these messages will be inserted into the
FEL for processing). The method ExecuteMessage ()
executes events in the FEL. The SendMessage()
method sends output message (generated by the execution
of events) to their destination LP’s.
It is probably more appropriate to consider Exe-
cuteMessage () as a method of the FEL. However,
this method is affected by the PDES synchronization
mechanisms to be described later. Thus the method is
classified as part of the synchronization mechanism.

¢ An application mechanism represents a sub-model for a
specific simulation application to be simulated by the LP
(to be elaborated).

C. PDES Implementation Platforms

PDES systems have been implemented in different paral-
lel architectures such as BBN Butterfly [12]-{14], Sequent
[15]-[17], JPL Mark HI [18], Simulated Stanford Dash Multi-
processor [19], Transputers [20], [21], CM-1/CM-5 [22], KSR
[23], and iPSC/860 [24]. PDES has also been implemented
in workstations connected by a local area network [4] which
is widely available in both the industrial and the academic
environments.

III. PERSONAL COMMUNICATION SERVICES

We use personal communication service (PCS) network
simulation to illustrate PDES functionality. A PCS network
[25], [26] provides low-power and high-quality wireless access
for PCS subscribers or portables. The service area of a PCS
network is populated with a number of radio ports. Every
radio port covers a sub-area or cell. The port is allocated a
number of channels (time slots, frequencies, spreading codes
or a combination of these). A portable occupies a channel
for an incoming/outgoing call. If all channels are busy in
the radio port, the call is blocked. In PCS network planning,
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PCS network modeling (usually conducted by simulation
experiments) is required to investigate the usage of radio
resources. Since PCS network simulation is time-consuming,
PDES effectively speeds up the process of PCS network
simulation. Specifically,

« The size of the PCS network under study is usually large
(e.g., thousands of cells). A typical sequential PCS sim-
ulation run takes over 20 hours, while the corresponding
PCS PDES takes less than 3 hours using 8 processors [4].

* Another popular parallel approach, the parallel indepen-
dent replicated simulation [27]-[29] (running multiple
simulation replications concurrently) does not work for
PCS simulation. In most cases, the PCS designer is
interested only in the behavior of the PCS network at
the engineered workload (e.g., the workload at which the
blocking probability is 1%). To calibrate the simulation
at the engineered workload, the setup of input parameters
for the next simulation run is dependent on the previous
run.

Now we describe the PCS model and its mapping to the
corresponding PDES. For demonstration purposes, we describe
a simplified PCS model without considering the details of the
radio signal propagation issues (such as Rayleigh fading, co-
channel interference, and so on). We assume that there arc
S cells in the PCS network, and on the average, there aic
n portables in a cell. Every port is allocated some number of
channels. A portable resides at a cell for a period of time whick
is a random variable with some distribution (e.g., exponentia:
{30]-[32]). Then the portable moves to a neighbor cell base:.
on some routing function (e.g., equal routing probabilities 1
all neighbors). The call arrivals to a portable is a random
process (e.g., Poisson), and is independent of the portabl
movement. A call is connected if a channel is availab:..
Otherwise, the call is blocked. When a portable moves fro::-
one cell to another while a call is in progress, the call require.
a new channel (in the new cell) to continue. This procedure -
changing channels is called handoff or automatic link transf-
(ALT). Several handoff schemes have been proposed in th:
literature [33]-[35]. In this paper, we consider the simplest
scheme called nonprioritized scheme. In this scheme, if nc
channel is available in the new cell, then the call will b
dropped or forced terminated immediately.

The PCS example is probably more realistic to the reader if
we add some geometry to these moving vehicles (portables;
Unfortunately, whether a vehicle moves from one cell to an-
other cannot be simply determined by the physical movement
of the vehicle. We also need to consider the radio propagation.
It is possible that the connection to a vehicle changes from one
port to another even if the vehicle is stationary—the change of
radio signal strength may result in re-connecting the vehicle to
a different port. According to the PCS network measurement
methods, we determine that the movement (in the sense of port
connection) of a vehicle is best characterized by the residence
time! distribution and the destination cell routing probability.
The reader may image that this movement model is equivalent
to a simple path approach where a vehicle moves straight with

I Residence time refers to the time that a portable resides within a cell.
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Fig. 2. .Cclls. logical processes, and processors. A PCS cell is represented
by a logical process (LP) in PDES. More than one LP may be mapped to a
processor for execution.

an angle. The angle determines the destination cell and the
residence time is the product of a constant speed and the
diameter of the cell®.

To map the PCS model into PDES, the cells in the PCS
network are represented by cell objects derived from the PDES
objects (i.e., LP’s). These LP’s are then mapped to processors
for execution (see Fig. 2). A cell LP has the following
attributes and methods (i.e., the application mechanism of
a general LP): A constant attribute channelNo represents
the total number of channels in a radio port. An attribute
idleChannelNo represents the number of idle radio chan-
nels. A portableList collects the information of all porta-
bles reside in the cell. There are five methods in the cell object:
CallArrival(), CallCompletion(), Portable-
MoveIn(), PortableMoveOut(), and Handoff ().
These methods will be elaborated later.

The portables in the PCS network are represented by the
portable objects. A portable object consists of four attributes:

* The busy attribute indicates the status of the portable. If
busy=YES then the portable is in a conversation.

* The callArrivalTime attribute represents the next
call arrival time.

* The callCompletionTime attribute represents the
completion time of the current phone call when
busy=YES. If busy=NO, the callCompletionTime
attribute is meaningless.

* The portableMoveOutTime attribute represents the
time when the portable moves out of the current cell.
There are two categories of events in a PDES. An internal

event is scheduled and executed at the same LP (the event

2But note that our movement model is practical—it is used to approximate
real radio systems, unlike the simple path approach,

represents the interaction between a cell and a portable within
the cell in our PCS example), and an external event is
scheduled by one LP and is executed by another LP. Thus,
after its creation, an internal event is inserted in the FEL
by using the Enqueue () method, and an external event is
considered as a message, and is sent to the destination LP by
using the SendMessage () method. In the PCS PDES, there
are three internal event types and one external event type. The
internal event types are described below.

e CallArrival: Either the port (the cell) or the portable
initiates a call setup. A radio link is required to connect
the port and the portable. If no radio link is available or
the portable is already busy with another conversation,
the call is dropped.

e CallCompletion: A phone call completes, and the ra-
dio link between the port and the portable is disconnected.

* PortableMoveOut: The portable moves out of a cell.
If the portable is in a conversation, the radio link between
the portable and the port is disconnected.

We treat the CallArrival event type as an internally gen-
erated event based on a probability distribution. This is just an
abstraction of the actual situation where arrivals are sent from
outside the LP to one of the LP’s input channels. Therefore,
a more detailed simulation would involve “electromagnetic
messages” reflecting the true nature of incoming calls. The use
of a probability function is an abstraction for this underlying
process.

The external event type is described below.

e PortableMovelIn: A portable moves in a new cell. If
the portable is in a conversation, then a new radio link
between the cell (port) and the portable is required. If no
radio channel is available, the call is forced terminated.

In PDES, the execution of a PortableMoveOut event at

a logical process LP,4 always results in the scheduling of a

PortableMovelIn event for the destination logical process

LPg. This event type is external (to LPg), and the scheduling

of the event requires communication between LP4 and LPg.
An event/message m is of the format

m = (timeStamp, p, eventType)

where eventType represents the type of the event, timeStamp
represents the (simulated) time when the event occurs, and
p is the pointer which points to the corresponding portable
p. The execution of the event message m at a cell object
LP is described as follows. The LP. ExecuteMessage ()
method invokes different methods according to the event type
of m (the Pascal-like “case” statement is used in the definition
shown at the bottom of the next page). The methods invoked in
ExecuteMessage () are described below. When the event
type of m is CallArrival, the following action is taken.
CallAarrival(p) {
if p.busy=YES then
/* A call is already in progress when the new */
/* call arrives at LVT. In other words, a busy line */
/* occurs and the new call arrival is ignored. */
update the busy line statistic;
else /* 1.e., p.busy=NO. */
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if idleChannelNo = 0 then
/* The call arrival is blocked. */
update the blocking statistic;
else /* Le., idleChannelNo> 0. */
idleChannelNo « idleChannelNo —1;
p.busy « YES;
generate the call holding time ¢, and
p.callCompletionTime — LVT +¢;
end if
end if
generate the next inter-call arrival time ¢’ and compute
the next call arrival time as
p.callArrivalTime « LVT + ¢,
invoke ScheduleNewEvent (p);
/* Schedule a new event (to be described). */
}
Note that the busy line and call blocking statistics are output
measures of the PCS simulation (not shown in our PDES
example)’.
When the event type of m is CallCompletion, the
following action is taken.
CallCompletion(p) {
/* Release occupied channel at call completion. */
idleChannelNo+—idleChannelNo+1;
p.busy=NO;
invoke ScheduleNewEvent (p);
/* Schedule a new event (to be described). */
}
When the event type of m is PortableMoveIn, the follow-
ing action is taken.
PortableMovelIn (p) {
if p.busy=YES then /* A handoff occurs. */
invoke Handoff (p); /* To be described. */
end if
generate the portable residence time ¢ and compute the
next move time p.portableMoveOutTime«— LVT+t;
invoke ScheduleNewEvent (p)
/* Schedule a new event (to be described). */
}
The method Handof£f () is described below.
Handoff (p) {
if idleChannelNo=0 then
/* No channel is available to connect the */
/* handoff call i.e., the handoff fails. */

3cain blocking is a major performance measure of a PCS network. A PCS
network is usually engineered at 1% or 2% blocking probabilities.

update the forced termination statistic
(not shown in our PDES example);
p.busy=NO;
else /* The handoff succeeds. */
idleChannelNo~— idleChannelNo-l;
end if
}
If the event type of m is PortableMoveOut, the following
action is taken.
PortableMoveOut (p) {
if p.busy=YES then
idleChannelNo+~idleChannelNo+l;
/¥ When a communicating portable moves */
/* to a new cell, it releases the occupied */
/* channel of the old cell. */
end if
determine the destination cell (LP’) to which the
portable moves;
generate an output message
m’ = (LVT, p,PortableMoveln);
invoke SendMessage (m/,LP’);
/* A PortableMoveln event is scheduled for LP’. */
}
Note that the timestamp of m’ is the same as that of m.

In our implementation, the execution of the event message
m results in the scheduling of exactly one future event
m’. When m is executed, one or more attributes of the
corresponding portable are updated. Then the next event for
the portable is determined based on the updated values of the
attributes. If the event type of m is PortableMoveOut,
then a PortableMovelIn event message with the same
timestamp is scheduled for the destination LP as described
in the definition of PortableMoveOut (). For the other
three event types, the message m’' = (ts,p, eventType') is
determined by invoking ScheduleNewEvent ():
ScheduleNewEvent (p) {

if p.busy=NO then

/* The portable is idle at LVT. The next */

/* event occurring to p is either a call arrival */

/* or a cell crossing movement. */

ts « min(p.callArrivalTime,
p.portableMoveOutTime);

if ts = p.callArrivalTime then
m'. eventType' —CallArrival;

else m'. eventType’ «—PortableMoveOut;

end if

ExecuteMessage (m) {
LVTUpdate(m. timeStamp)
/* Le., LVT— m.timeStamp. */
case (m. eventType) of
CallArrival: invoke CallArrival (m.p);

CallCompletion: invoke CallCompletion (m.p);

PortableMovelIn: invoke PortableMovelIn (m.p);

PortableMoveOut: invoke PortableMoveOut (m.p);
end case

} B5



402

IEEE TRANSACTIONS ON SYSTEMS, MAN, AND CYBERNETICS~-PART A: SYSTEMS AND HUMANS, VOL. 26, NO. 4, JULY 1996

Loe/

N
\

portable (cross-boundary) movement

Legend:

Fig. 3. A simple PCS example.

else /* Le., p.busy=YES. The portable is busy at */
/* LVT. The next event occurring to p is either a */

20 time

I 1

call arrival call completion

callCompletionTime = ?,
portableMoveOutTime = 16

/* call arrival, a call completion or a cell crossing */ and an event

/* movement. */

ts — min(p.callArrivalTime,
p.callCompletionTime,
p.portableMoveOutTime);

if ts =p.callArrivalTime then
m’.eventType’ —CallArrival;

else if s = p.callCompletionTime then
m’. eventType' —CallCompletion;

else m/. eventType’ —PortableMoveOut;

end if

end if

Consider the example illustrated in Fig. 3. In this figure,
a portable is represented by a car (although in many PCS
systems, portables are carried by pedestrians). A call arrival is
represented by a phone connected to the car. A call completion
is represented by a cross (disconnection) on the phone line.

At time 0, portable p; is at cell A. At time 10, a phone call
for p; occurs. The call completes at time 13, and the portable
moves to cell B at time 16. At time 20, another phone call
for p; arrives. At time 24, p; moves to cell C (and a handoff
occurs).

In PDES, cells A, B, and C are simulated by logical process
LP,, LPg, and LP¢ respectively. At the beginning of the
simulation, the attributes of p; are

busy = NO,
callArrivalTime = 10,

my = (10,5,,CallArrival)
is scheduled and inserted in the FEL of LP4. When the LVT
of LP4 advances to 10, m; is executed by invoking LPj,.
CallArrival (p;). Suppose that an idle channel exists. The
call is connected and the call holding time for the conversation
is generated (which is 3, or the call completion time is
10 4+ 3 = 13). The next call arrival time is also generated
(which is 20 in Fig. 3). Thus the attributes of p; are modified
as
busy = YES,
callArrivalTime = 20,
callCompletionTime = 13,
portableMoveQutTime = 16
and a new event

my = (13,51, CallCompletion)

is scheduled and inserted in LP,’s FEL. When the LVT of
LP,4 advances to 13, my is executed. The method LPj,.
CallCompletion(p;) is invoked and the attributes of p;
are modified as
busy = NO,
callArrivalTime = 20,
callCompletionTime =7,
portableMoveQutTime = 16
and a new event

m3 = (16,1, PortableMoveOut)

B6
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Fig. 4. PDES synchronization problem.

®

is scheduled. At LVT 16, mj is executed. The method LP4.
PortableMoveOut (p;) is invoked to determine the desti-
nation cell (which is B in Fig. 3), and a message

my4 = (16, p1, PortableMoveln)

is sent from LP4 to LPg by invoking
LP,4.sendMessage(my, LPg). Note that the portable
p1 migrates to LPg when my is sent. (In GIT/Bellcore’s
PCS implementation [4], a message is part of a portable
object, and sending a message automatically migrates the
corresponding portable object.) When LPg’s LVT advances
to 16, it executes my. The next portable move time is
generated (which is 24). The attributes of p; are modified as
busy = NO,
callArrivalTime = 20,
callCompletionTime =7,
portableMoveOutTime = 24
and a new event ms = (20, 51, CallArrival) is scheduled.

A PDES is correct if the following rule is satisfied.

Local Causality Constraint Every LP processes events in
nondecreasing timestamp order.

The major problem of PDES is that the logical processes
are executed at different speeds. Consider the scenario in Fig.
4 that portable p; moves from cell A to cell B at time 20
with an ongoing phone call (i.e., a handoff call), and portable
p2 moves from cell C to cell B at time 13 with an ongoing
phone call (see Fig. 4(a)).

Consider the PDES scenario in Fig. 4(b). LP, sends a

PortableMoveln event (message) m; (for p;) with time-

stamp 20 to LPg. Later LP. sends my (for pp) with time-
stamp 13 to LPg. f LPg executes m; before m, arrives,
then the modifications to LPg. idleChannelNo is out of
the timestamp order, and the local causality rule is violated.
Thus the simulation result is not correct.

To solve this problem, the executions of the logical pro-
cesses must be synchronized. The remainder of this paper
describes two popular asynchronous synchronization mecha-
nisms, the conservative and tpe optimistic methods.

IV. CONSERVATIVE METHOD

The conservative simulation [36] is conservative in the sense
that it does not execute an event before it ensures that the local
causality rule is satisfied. The conservative simulation follows

Fig. 5. The input waiting rule. In (a), the number below a car represents the
time when the portable crosses the cell boundary.

two rules: the input waiting rule and the output waiting rule.
It also assumes that

* the messages are received in the order they are sent (the
FIFO communication property), and

* the communication channels among LP’s are fixed and
never change during the simulation. In Fig. 4(b), LP,
(LPc) has one output channel directed to LPg, and LPg
has two input channels (one from LP, and one from
LPe).

A. Basic Synchronization Mechanism

In a conservative simulation, every logical process LP
repeats the following two steps.

Step 1. LP waits to select an input message m from
its input channels (extra data structures are required to
implement input channels in a logical process) by invoking
LP ReceiveMessage (). This method is implemented
based on the input waiting rule to be described. The method
inserts m into LP’s FEL.

Step 2. Let t¢s be the timestamp of m.
LP ExecuteMessage() 1is invoked to process
all events in the FEL with timestamps no larger than ts in
nondecreasing timestamp order. The execution may invoke
LP.sendMessage() to send output messages. This
method is implemented based on the output waiting rule to
be described. If the termination condition is satisfied (e.g.,
LP.LVT>5000), then exit the loop. Otherwise go to Step 1.

The waiting rules are described as follows.

The Input Waiting Rule: An LP does not process any input
message until it has received at least one message from each
of its input channels. The input message with the smallest
timestamp is selected for processing. Fig. 5 shows how the
input message is selected for the PCS simulation.

Fig. 5(a) illustrates a PCS system where 6 portables
P1,P2,P3,Pa, D5, and pg move from cells B, C, D, E, F, and G
to cell A at times 30, 10, 26, 4, 12, and 14, respectively. In the
PDES model (see Fig. 5(b)), the PortableMovelIn events
of p1,..., pe are represented by the messages m1, ..., mg sent
to LP4. By the input waiting rule, m4 is the next message
to be executed in LP,.

Assume that all messages sent from one LP to another
are in nondecreasing timestamp order (this property will be
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Fig. 6. The output waiting rule.

guaranteed by the output waiting rule to be described next),
then the input waiting rule ensures that the timestamp of the
selected message is no larger than any input messages to be
processed in the future.

The Output Waiting Rule: An LP does not send an output
message to another LP until it ensures that no output messages
with smaller timestamps will be scheduled (at LP) in the future.
Assume that all input messages are handled in nondecreasing
timestamp order (the property is guaranteed by the input
waiting rule). The output waiting rule is satisfied if an LP
only sends output messages with timestamps no larger than its
current LVT value.

Consider the following PCS example. Portables p,, p2 and
p3 move into cell A at times 10, 20, and 30, and move out
of the cell at times 29, 24, and 36, respectively (see Fig.
6(a)). This situation occurs since a portable, once inside cell A,
may take a dramatically different from other portables. Some
portables may stay in the same physical location for a period
while other portables continue moving toward an adjacent cell
to A.

In PDES, m;, m2, and m3 are input messages representing
the arrivals of p;,p; and ps, respectively (see Step 1 in
Fig. 6(b)). When m; is processed, a move event m} for p;
is scheduled with timestamp 29 (see Step 2 in Fig. 6(b)).
In the conservative simulation, m} cannot be sent to the
destination LP immediately, or the output waiting rule may
be violated. In our PCS PDES implementation, the portable
move is simulated by two types of events: a Portable-
MoveOut event and a PortableMovelIn event. In Fig. 6(b),
m; and m! represent the PortableMoveOut event and
PortableMoveln event of portable p;, respectively. When
the event m;, is scheduled, it is inserted in LP4’s FEL. When
the LVT of LP,4 advances to the portable “move time” (i.e., the
timestamp of m!), m! is processed, which results in sending
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Fig. 7. Deadlock and deadliock resolution.

the PortableMoveIn event m! (with the timestamp of m})
to the destination. In Fig. 6(b), m} and m/ are sent after Step
(3) and before Step (4); i.e., when LP4 is sure that next input
message to be handled has timestamp larger than m) and m),.
Note that m¥ is sent before m{ is.

Since the output waiting rule is guaranteed by using the
two “move” event types, the conservative SendMessage ()
method simply sends the output message to the destina-
tion. Note that for other applications, a different conservative
SendMessage () method may be required to implement the
output waiting rule.

The correctness of the conservative simulation can be
proved by induction on the interaction of the two waiting
rules.

B. Deadlock and Deadlock Avoidance

The input waiting rule may result in deadlock (LP’s are
waiting for input messages from each other and cannot
progress) even if the simulated system is deadlock free.

Consider a three-cell PCS network (see Fig. 7(a)).

There is one portable in the network, and the portable
moves in the path A —- B — C — A. At time 0,
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the portable is in cell A. The portable moves form cell
A to cell B at time 8. In the conservative simulation, a
PortableMoveOut event m; is scheduled in LP4 initially
(see Fig. 7(b)). By the input waiting rule, LP,4 waits for an
input message from LPc before it can process m;. Simi-
larly, LPc does not send out any output message before it
receives an input message from LPp, and LPg does not
send out any output message before it receives an input
message from LP4 (i.e., before m, is processed). Thus the
PDES is in the deadlock situation. Two deadlock resolutions
have been proposed: deadlock avoidance [36] and deadlock
detection/recovery [37], [38]. It has been shown [39] that
the cost of deadlock detection/recovery is much higher than
deadlock avoidance. This article will focus on the deadlock
avoidance mechanism.

In a PCS network, a portable is expected to reside in a
cell for a period of time before it moves. Assume that every
portable resides in a cell for at least six time units before
it moves to a new cell. The information that “a portable
resides in a cell for at least 6 time units” is used in the
deadlock avoidance mechanism to predict when an LP will
receive an input message, and “6 time units” is referred as the
lookahead value. The lookahead information is carried by the
control messages called null messages. A null message does
not represent any event in the simulated system. Instead, it is
used to break deadlock as well as to improve the progress of
a conservative simulation.

In Fig. 7(b), at the beginning of PDES, the LVT’s of the
three LP’s are 0, and a PortableMoveOut event m; with
timestamp 8 is in LP4’s FEL. At time 0, LP4 sends a null
message with timestamp 0 + 6 = 6 (the LVT value plus the
lookahead value) to LPg (see Fig. 7(c)). The null message
implies that no portable will move in cell B earlier than time
6. Thus, the LVT of LPg advances to 6 when the null message
arrives (Fig. 7(d)). Since no portable arrives at cell B before
time 6, it implies that no portable will move out of cell B
before time 12 and LPg sends a null message with timestamp
12 to LPc. After the sending of several null messages, LP4
will eventually receive a null message with timestamp larger
than 8 (see Fig. 7(e)), and by the input and output waiting rules,
my is sent from LP4 to LPpg and the deadlock is avoided
(see Fig. 7(D).

C. Exploiting Lookahead

It is important to exploit the lookahead to improve the
progress of a conservative simulation. Experimental studies
have indicated that the larger the lookahead values, the better
the performance of the conservative simulation [39]. Based
on the techniques proposed in [40]-[42], we give three PCS
examples for lookahead exploration. The first two examples
assume single cell entrance and exit. The single entrance/exit
PCS model has been used in modeling highway cellular
phone systems [43]. The results can be easily generalized for
multiple entrances and exits. The techniques introduced can
be combined to exploit greater lookahead.

1. Lookahead Method 1 (FIFO): In a large scale PCS
network, a cell may only cover a street, and the portables
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leave the cell in the order they move in (the FIFO
property; see Fig. 8(a)).

Consider the corresponding FIFO LP for cell A in
PDES. The lookahead for the LP can be derived by
a presampling technique proposed by Nicol [41]. The
idea is to presample the residence times of the arrival
portables.

If the FEL is not empty, then the next departure time
can be easily computed. In the PCS PDES, the move-
out timestamp of a portable is computed and stored in
portableMoveOutTime of the portable object at the
time when the PortableMoveIn event is processed.
The FIFO property guarantees that the next departure
time is the minimum of the portableMoveOutTime
values of portable objects in the FEL. Thus, the precom-
puted next departure times can be used as the lookahead.
If the FEL of the LP is empty at timestamp LP.LVT,
then the lookahead can be generated by the same pre-
sampling technique. Since the portable will arrive at
the cell later than LP.LVT, it will leave the cell later
than LP.LVT+t (where t is the presampled portable
residence time). The FIFO property guarantees that after
time LP.LVT, no portables will depart earlier than
LP.LVT +t, and the LP may send null messages with
this timestamp to the downstream LP’s.

. Lookahead Method 2 (Minimum Inter-Boundary Cross-

ing Time): Consider the example in Fig. 8(b) where
the FIFO portable movement property in the previous
example does not hold. In practice, the inter arrival
times to the cell (for the portables from the same
entrance) cannot be arbitrary small. Instead, a minimum
cell crossing time 7 is assumed. Let p; (i =1,2,3,...)
be the ith portable arrival after time LP.LVT. The
portable residence time for p; is ¢;. Then the departure
time of p; is later than LP.LVT + (¢ — 1)7 + ¢;, and
the next departure time at the cell after LP-LVT is later
than LP.LVT + A where

A= 1£Ilgl<n°°[(z - D7+ t;]. (1)
Since 7 > 0, there exists j such that

it 2 lrgggj[(z -lr+t]=A.

In other words, to compute A it suffices to consider
the first j presampled residence timestamps in (1). Fig.
9 displays a situation where we employ formula (1).
Four portables arrive using times 10, 14, 19 and 22.
Let 7 = 3 so that we know that no two consecutive
portable arrivals will be less than 3. The residence
times for the portables are placed in parentheses in Fig.
9. The variable j is increased by 1 until the above
inequality is satisfied. Suppose that LP, needs to send
a null message to its downstream before it receives the
PortableMoveIn event for p;. The residence times
of the subsequent arriving portables are pre-samples as
t1 = 9ty = 4,t3 = 1,t4 = 5... Our algorithm
proceeds as follows:

(a) For j =1,1x 3 > min[0+9] =9 ? No.

() Forj=2,2x3>min[0+9,3+4] =77 No.
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Fig. 9. Portables entering and leaving cell A.

(c) For j =3,3x32>min[0+9,3+4,6+1] =7
? Yes.

From this procedure, we derive A = 7 by using the first

three pre-sampled residence times.

3. Lookahead Method 3 (Minimum Residence Time): If the
FIFO portable movement property does not preserve, and
7 does not exist (or is too small to be useful), then the
technique proposed in the previous example may not
work. In a PCS simulation, the total number N = S x n
of portables is an input parameter. To compute the next
lookahead value for an LP, it suffices to sample the next
N portable residence times, and (1) is re-written as [42]

A=

min ti
1<iKN

The last two examples may require a large number of opera-
tions to generate a lookahead value. In [40], O(1) algorithms
have been proposed to generate the lookahead values.

When the ExecuteMessage () method processes a null
message in an LP, it invokes a method ComputeLooka-
head () to compute the timestamp of the output (null) mes-
sages. The ComputeLookahead () method may implement
the lookahead exploiting techniques described above. Then the
new null message is sent to some or all output channels by
invoking the SendMessage () method.

V. OPTIMISTIC METHOD

The optimistic simulation [44] is optimistic in the sense that
it handles the arrival events aggressively. When a message m
arrives at an LP, LP.ReceiveMessage () simply inserts
m in the input queue (the optimistic simulation terminology
for the FEL). The logical process assumes that the events
already in its input queue are the “true” next events. The Exe-
cuteMessage () method proceeds to execute these events in
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timestamp order, and SendMessage () is invoked whenever

an output message is scheduled . When a message arrives at the

LP, the timestamp of the message may be less than some of the

events already executed. (This arrived message is referred to

as a straggler.) The optimism was unjustified, and therefore a

method Rollback () is invoked by ExecuteMessage () .
to cancel the erroneous computation. To support rollback, data

structures such as the state queue and the output queue are

required (to be elaborated).

Several strategies for cancelling incorrect computation were
surveyed by Fujimoto [45]. Two popular cancellation strategies
called aggressive cancellation [44) and lazy cancellation [46)
are described in this section.

A. Cancellation Strategies

Consider the example in Fig. 10. For simplicity, assume that
cell C has one radio channel (i.e., LPc.channelNo= 1 in
PDES). In this example, portable p, moves from cell B to cell
C at time 10 (event 1), and make a phone call at time 13. The
call is completed at time 21. Portable 1 moves from cell A to
cell C at time 16 (event 2), and attempts to make a phone call at
time 20. Since the only radio channel is used by portable 2, the
call attempt from portable 1 is blocked. Portable 1 moves from
cell C to cell D at time 24. Figs. 11, 12, and 13 illustrate the
data structures of LFPc (the logical process corresponding to
cell C) assuming that message m; (the message that represents
event 2) arrives at LP¢ earlier than message m; (the message
that represents event 1) does. In LPc, a state queue and an
output queue are maintained to supported rollback. In our
example, the state variable (attribute) for LP¢ is the number
of idle channels LPc.idleChannelNo. The state variable
is checkpointed and saved in the state queue from time to
time. The snapshots in the state queue are used to recover the
state of LPc when rollbacks occur. The output queue records
the anti-messages of the output messages that have been sent
from LPc. The anti-messages are used to annihilated false
messages sent in the incorrect computation.

In Fig. 11(a), LPc receives m; that is inserted in LP.’s
input queue. Initially, the output queue of LP. is empty,
and the value of LPz.idleChannelNo at timestamp O is
saved. After m; is executed, the system state at timestamp
16 is checkpointed, and a call arrival event (message m;)
is scheduled for LPc itself (see Fig. 11(b)). Note that after
its execution, m; is kept in the input queue (this message
may be re-executed if a rollback occurs). A pointer in the
input queue indicates the next event to be executed. The
anti-message m, of mgy is saved in LPc’s output queue.
The message m, is identical to my except that it includes
a destination field (in the original optimistic or Time Warp
algorithm [44], the sender and the destination are recorded in
both the output message and the corresponding anti-message
for flow control). To summarize, the ExecuteMessage ()
method for the optimistic simulation saves the system state
after an event execution (note that the state may be saved
after several event executions), and the executed event is not
deleted from the input queue. The SendMessage () method
saves the anti-messages in the output queue when it sends an
output message.
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Fig. 10. A PCS example for optimistic PDES. Events 1 and 2 will be
represented by messages ms and my respectively in the optimistic PDES
(see the next figures).
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Fig. 11. The data structures of LPc before/after rollback.

After mo is executed, the number of idle channel is decre-
mented by 1, and :
LPg.idleChannelNo = 0

is saved in the state queue. A PortableMoveOut event
mg is scheduled at timestamp 24, and its anti-message m3 is
stored in the output queue (see Fig. 12(a)).
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Fig. 12. The data structures of L Pc before/after rollback (cont.).

When mj is executed, a PortableMoveIn message my
is sent to LPp (see Fig. 12(b)). After my is sent, the straggler
ms (the event that p, moves in LPc at timestamp 10)
arrives. Since LPc.LVT= 24, the out-of-order execution is
detected (see Fig. 13(a)) by LPc.ReceiveMessage (), and
LPc.Rollback() is invoked. Two strategies for cancelling
incorrect computation are described below.

Aggressive Cancellation: 'When a straggler arrives, aggres-
sive cancellation assumes that the out-of-order computation, as
well as all other computations that may have been affected by
this computation are not correct. Thus, the out-of-order com-
putation is recomputed, and LPc.Rollback () cancels the
affected computations immediately by sending anti-messages.
In our example, a rollback of LPc at timestamp 10 occurs.
In Fig. 13(b), the anti-messages m, ,m3, and mg are deleted
from the output queue, and are sent to their destinations to
annihilate false messages mo, m3, and my, respectively. After
the rollback (see Fig. 13(c)), messages m2 and m3 (and my in
LPp) are removed from the input queue. The state of LP¢ at
timestamp O is re-stored. Then LPs.ExecuteMessage ()
resumes the simulation by executing ms.

Lazy Cancellation: 1tis possible that the erroneous compu-
tation still generated correct output messages. In that case, it is
not necessary to cancel the original message that was sent. In
lazy cancellation, logical processes do not immediately send
the anti-messages for any rolled back computation. Instead,
they wait to see if the reexecution of the computation causes
any of the same messages to be regenerated. If the same
message is recreated, there is no need to cancel the original.
Otherwise, an anti-message is sent. In our example, lazy
cancellation applies to three situations.

1) If portable p, arrives at cell C (LFP¢) at time 10 and
leaves cell C at time 28 without making any phone call
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Fig. 13. The data structures of LPc before/after rollback (cont.).
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Fig. 15. An PCS example for fossil collection in optimistic PDES.

10 1617 20 2 22 24 vitual time (timestamp) in LP;

<
Fig. 14. Situations when lazy cax:c:llation lies (in these situati in PDES, whether a call for p2 oceurs in the interval
t2> 11). app situations, [10], [28] can be detected in the portable object.) Thus
messages m), mo, and m3 do not need to be reexecuted
(see Fig. 14(a)) then the arrival of mg in Fig. 13(a) will after ms is executed. This is called jump forward or
not affect the executions of m,, m2, and m3. (Note that lazy reevaluation [1).
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Fig. 16. The optimistic PDES before fossil collection.
In this case, L Pc.ReceiveMessage () simply inserts If lazy cancellation does succeed most of the time, then

2)

ms in the input queue, and the pointer of the input queue the performance of the optimistic simulation is improved
points to ms. LPc.ExecuteMessage () executes ms by eliminating the cost of cancelling the computation which
and the pointer jumps directly after mz without re- would have to be reexecuted. If lazy cancellation fails, then
executing m;, mg, and mg. the performance degrades, because erroneous computations are
The call for p, does not block the call for p; if po’s not cancelled as early as possible. In our PCS simulation, we
call completes before p;’s call arrives (see Fig. 14(b)) may exploit situations that lazy cancellation does not fail (as
or p2’s call overlaps p;’s call but LPc has two or described above), and a logical process can be switched be-
more radio channels (i.e., LP.channelNo> 2; see Fig. tween aggressive cancellation and lazy cancellation to reduce
14(c)). In these cases, the channel utilization (not shown the rollback cost.

as a state variable in our example) changes, but the

subsequent messages (i.e., ma, m3, and my) scheduled B- Memory Management

due to the execution of m, are not affected. Thus, To support rollback, it is necessary to save the “history”
messages m1, Mg, and m3 are re-executed to reflected (the already executed elements in the input, the output, and
the correct channel utilization. No anti-messages need the state queues) of a logical process. However, it may not
to be sent (i.e., my,m;, and m  are not sent out). be practical to save the whole history of a logical process
Like the previous case, LPc.ReceiveMessage() because memory is likely to be exhausted before the simulation
simply inserts ms in the input queue. After ms has completes. Thus, it is important that we only save “recent
been executed, LPc.ExecuteMessage () will re- history” of logical processes to reduce the memory usage.
execute mi;,m;, and mj without re-generating any Memory management for the optimistic simulation is based
output messages. on the concept of global virtual time (GVT). The GVT at
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Fig. 17. The optimistic PDES after fossil collection.

(execution) time ¢ is the minimum of the timestamps of the not-
yet executed messages (these messages are either in the input
queue or are in transit) in the optimistic simulation at time ¢.
(Several other operational definition of GVT are given in [47],
[48].) It has been pointed out [44] that at any given time ¢,
a logical process cannot be rolled back to a timestamp earlier
than the GVT at ¢. Therefore the storage for all messages with
timestamps smaller than the GVT value can be reclaimed for
other usage. The process of reclaiming the storage for the
obsolete elements is called fossil collection.

The GVT computation is not trivial in a distributed system
because it may be difficult to capture the messages in transit.
Several GVT algorithms have been developed in the systems
with the FIFO communication property [49] or without the
FIFO communication property [50], [51].

In GIT/Bellcore PCS PDES (where eight workstations are
connected by a local area network), all logical processes
are frozen during GVT computation. By utilizing the low
level communication mechanism, all transient messages are
guaranteed to arrive at their destinations before the GVT
computation starts. The fossil collection procedure works as
follows. A coordinator initiates the procedure by freezing the
execution of every logical process. After all transient messages
arrive at their destinations, every logical process reports its
local minimum value (the minimum of the timestamps of all
unprocessed messages in the input queue) to the coordinator.
The coordinator then compute the GVT value as the minimum
of the received local minimums. The GVT value is broadcast
to all logical processes for fossil collection.

To illustrate the storage reclaimed in fossil collection,
consider the example in Fig. 15. In this example, we ignore
the phone call events and assume that all Portable-

Bl4

MoveIn/PortableMoveOut events must be executed in
their timestamp order in the optimistic simulation. We further
assume that the state variable of a logical process is the
number of portables move in the corresponding cell after time
0. Portable 1 moves from cell C to cell A at time 4 and moves
from cell A to cell B at time 60. Portable 2 moves from cell
C to cell B at time 10. Portable 3 moves from cell B to cell
A at time 20. Portable 4 moves from cell A to cell C at time
8. Portable 5 moves from cell A to cell C at time 7. Portable
6 moves from cell A to cell B at time 1 and moves from cell
B to cell C at time 15.

Fig. 16 illustrates the elements in the input/output/state
queues of LP4, LPg, and LPc after all transient messages
arrive at their destinations, and the GVT value (which is
8 = min(60, 20, 8)) is found.

Fig. 17 illustrates the elements in the input/output/state
queues of LP4,LPg, and LPc- after the fossil collection
procedure is completed.

All messages with timestamps smaller than 8 were fossil
collected. Note that fossil collection for the state queue is not
exact the same as that for the input/output queues. In the state
queue, the element with the largest timestamp smaller than the
GVT value (i.e., 8) must not be removed (see Fig. 17). The
other elements with timestamps smaller than 8 are removed.

C. Performance Evaluation

The performance of an optimistic PCS PDES implementa-
tion has been investigated in [4]. In this study, a version of
Time Warp has been developed that executes on 8 DEC 5000
workstations connected by an Ethernet.

In the experiments, speedp was used as the output measure
where the sequential simulator used the same priority queue
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Fig. 18. Speedup of the optimistic PDES (The call holding time is exponen-
tially distributed with mean 3 min. Eight processors are used in the parallel
simulation.) The expected number of portables per cell is 50 in (a), and 75
in (b).

mechanism as that of PDES for managing the pending set of
events, but did not have the state saving, rollback and fossil
collection overheads associated with the PDES implementa-
tion. The 1024 cells are simulated for 2.5 x 10° simulated
seconds. Fig. 18 shows the performance of the optimistic
PDES. The figure indicates good performance of PDES for
the PCS application. PDES is particularly efficient when the
number of portables is large, the cell residence time is long,
and the call interarrival time is short.

VI. FUTURE DIRECTIONS FOR PDES

This paper describes the asynchronous parallel discrete
event simulation (PDES) mechanisms and optimization tech-
niques by examples of personal communications services
(PCS) network simulation. We described the conservative and
the optimistic PDES mechanisms and several optimizations
tailored for the PCS simulation. The performance of the op-
timistic method was briefly discussed. Since the conservative
optimizations (tailored for PCS) introduced in this paper are
new and were not previously reported, no performance studies
have been conducted. Investigating the performance of these
optimizations will be one of our future research directions.

The optimization techniques described in the paper are
general and apply to other simulation applications such as
battlefield simulation, VLSI simulation, queueing network
simulation and computer architecture simulation. However,

these optimization techniques may need to be tailored for
specific applications. Many studies have devoted to this issue
(see [1], [2], [52]-[54] and references therein). The PCS
example can be seen as being a member of a larger class of
simulation model where one first discretizes the spatial domain
into a grid, and then simulates moving entities from one grid
cell to another. In this sense, the PCS problem is isomorphic
to the problems of particle/n-body simulation.

An important research direction that has not been fully
exploited is the building of user-friendly PDES environments.
Such an environment should provides convenient tools to
develop simulation application. Methods should also be pro-
vided to tailor general optimization techniques to fit a specific
simulation application. We anticipate that these user-friendly
environments can be constructed by the object-oriented models
described in [6].
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Abstract

Real-time military planning and decision making involves several different mod-
eling techniques, including rule-based, operator-based and dynamic-model based ap-
proaches. While rule-based approaches are generally fast and are more appropriate
for simple scenarios, simulation methods and dynamic models, indigenous to the sim-
ulation literature, are necessary to plan within environments involving large-scale un-
certainty, multiple interacting elements and complex dynamics. Planning techniques
must inter-operate to yield the best decisions, and we have found that simulation based
planning serves as an architecture for detailed model levels for both real-time and off-
line decision making. We introduce Simulation Based Planning as a methodology for
addressing the complexity involved in Air Force missions while employing an example
of air interdiction.

1 Introduction

Decision making and planning are critical operations for all military missions. Moreover,
planning occurs over several different time scales depending on the amount of time that one
has to plan prior to committing to a particular plan. Planning is a hierarchical enterprise
since many techniques can be used to determine near-optimal plans. For example, if one has
information on costs between events during a mission, and the goal is to minimize cost, then
a mathematical programming approach, based on lowest cost path determination, may yield
satisfactory results. An even higher level type of planning is possible by using heuristics in
the form of operators and rules [Fikes 72]. Rules can use certainty factors or fuzzy sets.

Our long-term goal is to explore this hierarchy of planning approaches, and our first step
toward this goal is to provide high level planners with a technique we call Simulation Based
Planning (SBP). Military missions involve many interacting elements including concurrently
active adversarial tasks and uncertain information regarding ground-based anti-aircraft ca-
pability. As the complexity of a mission and knowledge-base increases, it is valuable to use
computer simulation and more detailed dynamic models to obtain an answer to the broad
question “Which is the best approach to take given our mission and all currently available
knowledge'?” A good method for answering this question is to use simulation since the
simulation technique is generally useful for obtaining answers to “what if” scenarios. The
quality of the answer depends on how much time is available prior to committing to the plan.
If more time is available, more simulation experiments can be executed in real time. If time
is of the essence, higher level models will need to be simulated. In any event, our goal is to
plan using the most detailed dynamic models available rather than to limit all planning to
the use of a singular planning technique such as a decision tree.

!Where the knowledge about the terrain, enemy unit motions and postulated enemy plans incorporate a
great deal of uncertainty and can change over time.
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Our contribution in the area of planning is to develop a method that allows simulation to
be used in real-time, where the simulation is embedded within the decision making system.
Consider a simulation system that manages force engagements up to the battalion level.
CASTFOREM [CASTFOREM 96] provides one such modeling capability [Wargames 96].
CASTFOREM is driven by decision trees and rules to guide what actions occur at any given
time. For interactive graphical output on the state of units, JANUS [Janus 96] can be used.
Our goal to to allow a program such as CASTFOREM the ability to make decisions based,
not on rules or decision tables, but on multiple simulations that are run within the overall
stmulation. Typically, simulation has been used widely in the military for offline decision
analysis and “what if” weapons effectiveness assessment. Our proposal suggests that we
enable simulation to support “course of action” (COA) analysis, and embed it directly within
the force simulation. The approach yields a two-level simulation procedure: simulations for
COA analysis guiding the decisions that drive the simulation of units, platoons, companies
and battalions. This “simulation within a simulation” approach is novel, but it can be time
consuming. For that reason, our work stresses the use of multi-level models so that different
aggregation levels can be executed so that the planning can be performed with real-time
constraints.

Planning, regardless of the specific domain, involves three components: 1) model type,
2) plan set, 3) plan evaluation. The first step in planning is to determine the modeling
language (or type) to use. For rule-based approaches, this language can be “rules” or “pred-
icate logic.” For other approaches, there are many alternatives: equation sets, finite state
automata, Petri nets, functional block models, queuing models. Often the model type is
visual in structure [Fishwick 95]. The next step is to create a set of candidate plans. For
rules, this set is often created through backward chaining. For more detailed model types,
the set is created by creating an experimental design and performing simulation (i.e., a type
of forward chaining). Plan evaluation is the key step where elements in the plan set are
simulated to determine the best plan(s). For our purposes, we view all modeling approaches
as being definable hierarchically, so that model types can include both rules and detailed
queuing models, for instance, defined at different abstraction levels. These hierarchical model
types are termed multimodels [Fishwick 95).

We will first discuss the application of simulation-based planning in Section 2: air inter-
diction. Then, we define the method of simulation-based planning, and finally we illustrate
our prototype simulation application which serves as an aid to plan interdiction missions.
In Section 3, we focus on route planning using a low-level strike mission on a munitions
factory. Information on the implementation is included in Section 4, followed by conclusions
in Section 5.

2 Air Interdiction

A typical use of the application of force is air interdiction, where the purpose is to de-
stroy, delay, or disrupt existing enemy surface forces while they are far from friendly surface
forces [Drew 92]. The interdiction mission includes attacks against supplies and lines of
communication. The objective of the interdiction mission is to reduce the enemy threat by
diminishing enemy combat effectiveness or by preventing a buildup of combat capabilities.
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To achieve this objective, careful and comprehensive planning is required to isolate an area
- and to stop all support from reaching the theatre of conflict. One must systematically attack
the significant elements of the enemy’s logistical structures (transportation lines and cen-
ters, supply depots and storage facilities, repair and modification centers, staging areas, and
industrial installations) and maintain a high degree of destruction until the desired effect is
achieved.

There are two levels of the interdiction plan : the interdiction plan at the theatre level
and at the tactical air force level [AFM 1-7 54]. A theatre interdiction plan establishes the
general scheme of employment, and enumerates available forces by type and number. The
plan also outlines logistical support, delineates force responsibility, establishes the general
system of targets, prescribes the priority of target systems, and describes the anticipated
results. A theatre-level plan is developed through tactical air force planning. This planning
involves the day-to-day conduct of operations for the implementation of the assigned portion
of the broad theatre interdiction task. It covers specific and detailed actions of the forces
to be employed. A large part of the mission is dependent on which particular route or air
corridor is used.

The task of the attack aircraft is to strike the target swiftly and accurately with whatever
munitions are carried, and then to return safely to base. To carry out this task, we must pen-
etrate the enemy defense. Most difficulties arise here because methods of penetrating enemy
defenses can vary according to the strength and sophistication of the hostile detection, re-
porting, command and control network, and how much intelligence is available on the nature
of the defense capability [Spick 87]. Mission planning will also involve maintaining a balance
between fuel and munitions resources to determine the load to be carried. Considering these
constraints, selecting the best routes can be a complex undertaking.

2.1 Simulation Based Planning (SBP)

SBP refers to the use of computer simulation [Law 91, Fishwick 95] to aid in the decision
making process. In much the same way that adversarial trees are employed for determining
the best course of action in board games, SBP uses the same basic iterative approach where
a model of an action is executed to determine the efficiency of an input or control decision
within the given situation. However, board game trees implement a static position evaluation
function whereas, in SBP, a model (serving as a dynamic evaluation structure) is executed to
determine the effects of making a “move.” With the ability to simulate models at different
abstraction levels, SBP executes detailed models of a physical phenomenon when there is
sufficient planning time, or when fast computation and parallel methods are instrumented.
The military has been using simulation-based planning for many decades in the form of
constructive model simulation. A constructive model is one based on equations of attrition
and, possibly, square or hexagon-tiled maps using discrete jumps in both space and time. To
decide whether to accept a course of action, one can use a constructive model (a “wargame”)
to evaluate the alternatives. Related work by Czigler et al. [Czigler 94] demonstrates the
usefulness of simulation as a decision tool. Our extension in SBP is one where we permit
many levels of abstraction for a model, not just the aggregate abstraction level characterized
by Lanchester equations and combat result tables. The idea is to allow the planner the
flexibility to balance the need between the required level of detail and the amount of time
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given to make a decision.

Although the planning system shown in Figure 1 is divided into 5 functional blocks, we
will describe the overall framework in terms of three components: the experimental design
component, the output analysis component and the simulation component. Experimental
design is a method of choosing which configurations (parameter values) to simulate so that
the desired information can be acquired with the minimal amount of simulation [Law 91].
Since we treat uncertainty in the planning domain as random variates based on probability
distributions, repeated simulations (i.e., replications) using sampled data are necessary in
order to perform the proper analysis, which includes confidence intervals about the mean
for each result. We apply both heuristic and standard experimental methods to reduce the
overall simulation time in two aspects: 1) in reducing the number of replications, and 2) in
reducing the overall computation time spent on a single simulation of a plan on a particular
route.

Following the experimental design, we simulate models of individual objects. This com-
ponent is called Trial (block 2) as shown in Figure 1. Figure 2 displays the lower level model
of the Trial block where each entity of the planning domain is modeled individually using the
appropriate model type. We assume that there are seven types of physical objects: BlueAC,
RedAC, Radar, SAM, Wz, Tqt, Zones and one abstract object called Eval. The class BlueAC
stands for Blue Aircraft and RedAC for Red Aircraft. Radar represents a ground radar site.
SAM represents a ground Surface-to-Air Missile site. Wz represents the weather. Tgt repre-
sents the target that needs to be destroyed. In the current prototype, the target is the red
force munitions factory. Zones represent the area of defense zone. For the zones, we assume
that there are a set of radars strategically located inside the zone such that when an enemy
plane BlueAC flies inside the zone, it is detected.

During a typical simulation loop, every object updates its local state and perform actions,
which in turn may affect other objects in the following time slice. The last object to be called
within a simulation loop is Eval. Fuval is responsible for three functions:

1. Maintaining a consistent “current state” of the world that is an aggregated state of all
the current states of each object.

2. Deciding the outcome of inter-object events such as an engagement event between a
BlueAC and a RedAC. By allowing either of the objects involved decide the outcome of
an event-—which would normally be beyond their control— we would violate symmetry
and self containment among objects.

3. Evaluating each situation (from the planner’s point of view) for every time slice and
maintaining a score which represents the goodness of the plan.

We now perform output analysis using the set of output data produced from the repli-
cations using the following blocks: Replicator (block 1), Evaluator (block 3) and Ana-
lyzer (block 4). Output analysis is concerned with obtaining the appropriate interpretations
of the output data. The Replicator controls the random number streams for each replication.
Different random number streams are used for each run, so that the results are independent
across runs. We also allow for common random numbers (CRN) to provide a controlled
environment for comparison among alternatives. This is to eliminate any “environmental
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differences” that can exist between different simulations. CRN is a standard variance reduc-
tion technique in simulation and we use it across different alternative route plans within the
same replication so that we may expedite convergence to the true placement of the mean.
In its simplest form, the Evaluator serves as the accumulator of any relevant simulation
data that is produced from the Trial Block. If the objective function within the Trial block
produces a set of scores for each alternative, a straightforward evaluation approach is to total
the scores produced from the replications for each alternatives. Using the accumulated data
produced by the Evaluator block, the Analyzer block calculates the mean, variance and the
confidence interval for each alternative. The mean of the replication results serves as the
basic “data” point for the response surface representing the goodness of a plan. Variance can
be a measure of predictability or stability when the variance is small. Confidence intervals
are useful because given a sample output distribution and a confidence level z, the interval
states that, within 2% confidence, the true mean lies within the stated interval [Lee 96).

2.2 An Air Interdiction Scenario

As one of the applications of SBP, we have chosen a typical air interdiction scenario, and
developed its Simulation Based Planner (C++-) and graphical user interface (Tk/Tcl) within
our Multimodeling Object-Oriented Simulation Environment (MOOSE) initiative. To illus-
trate the usefulness of the SBP approach, we consider the air interdiction scenario depicted
in Figure 3. Figure 3 defines a scenario with dynamically moving objects. The mission of
the blue force aircraft is to destroy a red force munitions factory. There are three Radars
(R1, R2, R3) and two Surface-to-Air Missile (SAM) sites (51, S2), each with different ef-
fective detection ranges. Two red force fighters (A1, A2) are located in air defense Zone2
and Zone3 respectively, while one red force fighter (A9) is located outside of the air defense
zones. At first glance, the problem of guiding the blue force around the radar, SAM and air
defense zone coverage, and toward the factory seems like a simple problem in computational
geometry. The geometry approach is used frequently for route planning problems. A typical
rule might be formed as follows “To locate a path, avoid radar and SAM fields, and avoid
fighting against enemy fighters.” The problem with this simple approach to route planning
is that the reasoning becomes difficult when uncertainty and dynamics are present. This
complexity manifests itself as an increasingly large rule base which often proves difficult to
create, maintain and verify for consistency.

To illustrate the kind of uncertainty and dynamics which are involved, consider the
following available information at some point during the mission.

e Uncertain location and range : Radar R and R2 have been identified as permanent
fixtures, but a land based scout report suggests that RS may have mobility. More-
over, the ranges (track, missile, arm range) of SAM site S7 is well known, but S2 has
been reported to have a better guidance system including swift mobility, improving its
surveillance capability.

¢ Uncertain enemy mission : red force fighter A1 and A2 are known to be on a Combat
Air Patrol (CAP) mission, since they are always detected around Zone2 and Zone3;
however, A8’s mission type is unknown.
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In these examples, the behavior of each object is simplified as much as possible, since
our purpose is to demonstrate how to handle uncertainty in SBP, and not to focus solely
on the complex behaviors of objects. However, we have a plan to include the sophisticated
behaviors of each object incrementally. This can be considered as an advantage of the SBP
approach: the ability to increase the level of detail of the simulation object model as desired.

3 Route Planning Examples and Results

Figure 4 shows two possible routes (Routel, Route2) under the environment defined in Figure
3. The goal of blue force aircraft is to destroy the red force munitions factory while satisfying
3 constraints: time or fuel level, safety, and destruction of the target. Given the possible
routes, the role of SBP is to choose the best route minimizing time and fuel consumption,
and maximizing safety and target destruction. In Figure 4, Routel is more attractive than
Route? if we value mission time above all others, but seems less safe since it is vulnerable to
an attack by red fighter A1. Route2 might be considered more safe and achieve higher target
destruction than Route! by avoiding the attack from fighter A1 and SAM site S1. However,
it will be detected by radar R2, increasing the probability of losing blue force aircraft or
damage to blue force aircraft. Moreover, there is a big chance of being detected by radar R3
even though its location is uncertain. The table at the lower left of F igure 4 shows the result
of the SBP. We display the mean score and the confidence interval half width of each mean
at a 90% confidence level. As can be expected, Route2 is more successful since it avoids
direct attacks from the highly destructive enemy fighter and the SAM site (mean score of
Route2: 69, mean score of Routel: -54).

If we delete Route! and consider another route based on the result of the previous situa-
tion, we may have two routes we want to analyze. F igure 5 illustrates these two candidates.
Route3 was chosen to avoid direct attack from A1, but for a short time period it will be
detected by RI. Routed also takes the blue force into the track range of S1, but not into its
arm or missile range. Being detected in the track range of S7 does not seem very dangerous
since only tracking functions may be performed by 51. We can expect its success to depend
largely on the result of the samplings for uncertainty factors: specifically, the location and
guidance capability of SAM §2 and the mission type of A3. If the powerful guided system
of SAM is sampled close to this route, or A3 has a intercept capability, then the chance
of success will be very small. Otherwise, the chance of mission success will be very good.
These nondeterministic and stochastic characteristics can be resolved by multiple simulation
with varying values for the uncertainty factors. The confidence interval of the mean score
of Route3 is wide in comparison to that of Route2 due to the reason previously discussed;
however, the overall mean score is better than that of Route2 because of the small chance of
being detected by S2 or intercepted by A3.

We can now delete Route2 and insert a route, Route4, which is carefully chosen to mini-
mize the amount of time that a blue force aircraft will be within the detection ranges of R2
and RS3 as in Figure 6. The result of the SBP shows almost the same mean score for Route3
and Route{ (Route3 : 110.36, Route4 : 103.08) with Routed being slightly better?. But

?The goal is to maximize the mean score for determining the better plan.
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we can select Route/ as the best overall route based on its more narrow confidence interval
(Route4 : 1.3, Routed : 6.0).

4 Implementation

In this section, we briefly introduce an example of the multimodel which we developed for the
Air Force Route Simulation and two analysis methods in the multiple simulations for dealing
with uncertainties, which arise from Simulation Based Planning. Additional implementation
issues and their potential solutions can be found in [Lee 96].

The purpose of the multimodel is to create a heterogeneous collection of connected sub-
models so that one can simulate different parts of the system at different abstraction levels.
The choice of a dynamic selection of abstraction level provides flexibility to the simulation
based planning activity; real-time constraints can be met by tuning the multimodel. To
implement the multimodel, the generic Route Simulation Model in Figure 1 was instantiated
to the Air Force Mission Route Simulator, and each object resides inside the Trial block as in
Figure 2. Among the seven types of physical objects, we chose one object, BlueAC, to explain
how we could capture the object’s multimodel behavior. The model presented here is not
complete since it has not been validated by a Subject Matter Expert (SME). However, the
model represents the kind of model that one could obtain from the SME through knowledge
acquisition methods. Since building sophisticated and realistic models is not the issue in our
current research, simple yet sensible models were built to prove our SBP approach.

The toplevel model of the BlueAC object is shown in Figure 7. It is modeled as an
FSA with three phases: Approach Target, Return to Base and End Mission. Figure 8 shows
the refinement FSA for Approach Target phase in Figure 7. Going another level down from
the Traverse Route phase, Figure 9 illustrates the functional block model for updating the
location while traversing the route. Figure 10 illustrates the refinement of RedAC Alert Mode
in Figure 8.

Assuming that a set of alternate routes and environment data are given through the
GUI, dynamic models are simulated and evaluated for each route. The simulation process is
replicated and its output results are accumulated and then analyzed by the Analyzer (ref.
Figure 1).

For the object, we categorized the uncertainty into several types.

e uncertainty of existence: the object may or may not exist.

e uncertainty of location: an area of uncertainty of the object’s location is available but
the exact location of the object is uncertain.

e uncertainty of range: the exact detection range or firing range is not known.

uncertainty of mission: the exact mission type of an object is unknown.
¢ uncertainty of fire power: the destruction capability of the object is uncertain.

These nondeterministic and stochastic characteristics were resolved by multiple simula-
tions using different samplings of the uncertainty factors. The planning problem becomes
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one in optimization for an objective function representing the cost of traversing a route.
'This cost is currently a function of elapsed time, remaining strength of the unit and the level
of success regarding achieving the goal. To reduce the total number of replications in the
simulation, we used two different output analysis methods: iterative and non-iterative. The
iterative method attempts to quantify significant pairwise differences among the alternatives’
means within a given confidence interval. The method is referred to as “iterative” because he
algorithm iterates performing for every iteration, a set number of replications and analyzing
data to see if there are any significant differences among each route. Whenever a route is
found that is significantly worse than all other routes, this route is then eliminated. The
iteration continues until only two routes remain and a difference exists between the two of
them.

The Non-iterative method is a method that avoids making an unnecessary number of
replications to resolve what may be an unimportant difference. When two alternatives are
close, we may not care if we erroneously choose one system (the one that may be slightly
worse) over the other (the one that is slightly better). Thus, given a correct selection prob-
ability P and the indifference amount D, the method calculates how many more replications
are necessary to make a selection with the probability of at least P, the expected score of
the selected alternative will be no smaller than by a margin of D. In our experiment, we
have chosen P = 0.95 and D = 13. A smaller D will produce more accurate results, but with
many more replications.

Recently, we have begun construction of a system, called MOOSE, to enable users to in-
teractively specify multimodels through a modeling window. Output is viewed via a scenario
window, similar to those shown in Figures 3-6. MOOSE (Multimodeling Object-Oriented
Simulation Environment) represents an implementation for a simulation system that is under
construction, and based on an extension to object oriented design (http://www.cis.ufl.edu/
~fishwick/tr/tr96-026.html). MOOSE is the next generation of SimPack (http://www.
cis.ufl.edu/~fishwick/simpack/simpack.html, which was initiated in 1990 for provid-
ing a general purpose toolkit of C and C++ libraries for discrete-event and continuous
simulation.

5 Conclusions

We have discussed the method of simulation-based planning within the confines of an air
interdiction example. Our view is not that SBP replaces other forms of planning, but that
this new approach can be used in conjunction with existing, higher level planning approaches.
This way, given a set of alternatives to consider, SBP is able to extend the planning horizon in
three aspects: probabilistic uncertainty is handled through detailed and replicated simulation
of models rather than solving them analytically using probability theory; it extends the
level of reasoning to a finer level of granularity, producing plans that are closer to the
level of execution and discovering subtleties that may be missed by a higher level planner;
and finally, it breaks down the complexity of multiagent adversarial planning by employing
object-oriented multimodel simulation.

Once the simulation results have been produced, the data can be analyzed and interpreted
in several ways to choose the “best” plan. For instance, we can choose the plan which has
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not only a good mean score but also the minimum confidence interval width to ensure that
it is the safest plan possible. We may also decide to choose a plan that has the most
number of highest scores even though the confidence interval width may be large in order
to select a plan that has the best potential in spite of risks involved. We can even decide to
choose a plan at random (given that the scores are above some threshold) which will produce
nondeterministic planning. This is particularly useful for mission planning—opposing forces
should not be able to predict one’s plan. In addition, similar to how simulation is used for
visualization, simulation can be easily used to perform visual playback of how a plan was
simulated to explain the planner’s decision. This can be very useful for the military since
much of the military training is done through after action review.

Prior to the advent of fast low-cost personal computers, few researchers would consider
simulation of a fairly extensive experimental design to be a possible candidate for real-time
mission planning. However, as the speed of low-cost computers increases, the simulation-
based planning technique presents itself in a more attractive light. Our longer range goal
is to explicitly link several plan model levels together so that, for instance, a rule-based
level can be identified from a lower-level simulation. One of the authors (Kim) is studying
effective consistency measures which will rectify differences in rules produced empirically
(through knowledge acquisition) and rules generated automatically from multiple low-level
simulations.
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Figure 3: A Typical Air Interdiction Scenario
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Figure 5: Deleting Routel in the Figure 4, and Inserting Route3
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Figure 6: Deleting Route2 in the Figure 9, and Inserting Route4
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Decision making is an active area of research in simulation, systems engineering
and artificial intelligence. One subset area of decision making, automated route plan-
ning, is covered in this work with our approach based on the technique of simulation
rather than on purely heuristic or geometric techniques. This new technique is called
simulation-based planning (SBP). Simulation-based planning is useful for route plan-
ning under various conditions including uncertain locations and events with potential
adversarial activity. We propose that it is only by using simulation that one can make
the most effective plan in uncertain and complex environments.

SBP extends the planning area mainly in three aspects. First, probabilistic un-
certainty is handled through detailed and replicated simulation of models rather than
solving them analytically, for example, using probability theory. Second, simulation
models naturally extend the level of reasoning to greater detail, often involving con-

tinuous state space. Thus, SBP is able to produce plans that are closer to the level
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of execution. Additionally, one can often discover subtleties that may be missed by
higher level planners which are often rule-based. Third, the complexity of multia-
gent adversarial planning breaks down when object-oriented multimodel simulation
is used. Here, each agent or adversary is individually modeled and simulated in re-
sponse to each plan. In addition, to ensure that SBP can be used within reasonable
time constraints, we develop general experimental design algorithms and techniques

which reduce the overall simulation time.
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CHAPTER 1
INTRODUCTION

Planning is indiépensa.ble to our everyday lives. We plan for everything, whether
we work, relax or sleep. Having a plan-a good plan-greatly affects the successful
outcome of events and this is why humans spend time to plan, hoping that planning
ahead will increase the probability of success. Planning is a fundamental aspect of
human intelligence and therefore it has become a fundamental problem in model-
ing intelligent behavior within Artificial Intelligence. Through time, planning do-
mains have evolved from the typical “toy-world” domains such as the blocks world to
“real-world” domains such as mission planning in the military. The earlier classical
planning methods are no longer appropriate for these real-world planning problems
which can contain uncertainties and real-time constraints in decision making. A ma-
Jjor problem with these uncertain domains is that it is hard to predict the outcome
of events, which is essential to planning.

Our approach to solving the problem is Simulation-Based Planning (SBP)-a
method that incorporates simulation models into the planning process. By building
simulation models for individual objects and simulating them to gather the combined
effects at the required level of detail, we are able to plan for more complex, adversar-
ial environments more readily and effectively. In addition, SBP’s ability to reason at
a level of finer granularity can bridge the gap between the two planning areas: 1) the
classical Al planning domain which represents the coarser level of planning, dealing
mainly with symbolic and abstract actions; and 2) the intelligent control planning do-
main representing the lowest level of planning, dealing with actual optimal execution

of the given plan.
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1.1 _Problem Statement

The general problem of planning in Al is commonly identified with problems that
are highly conceptual where individual actions are of the form “Go To Supermarket”
and “Buy milk” [34]. A plan is an ordered set of such high-level actions. Here, the
concern is not how one will physically (at a detailed level) get to a supermarket, but
rather it is on the ordered set of actions whose logical effects will satisfy the goal.
STRIPS [13, 14] is a classical example of such an approach to planning. This type
of approach is reasonable if the execution of the produced plan is not the responsi-
bility of the planner. Difficulties arise when execution becomes part of the planning
system, and planning problems take place in an environment over which the planner
has no control, such as another agent or an enemy, and when there is uncertainty
of available information or uncertainty of another agents’ reaction. In such cases,
accurate prediction of the resulting states of plan execution is extremely difficult.

Past reasons for using rules in planners centered around the idea that rules are
easy to build, less expensive to execute, and that they adequately reflect the heuris-
tics of the human decision maker (e.g. the company commander). However, because
thousands of rules are involved just to model one agent or entity, the complexity of
maintaining and reasoning about plans is not easy, especially since rule-based sys-
tems are usually centralized. Also, real-time constraints are often hard to meet with
the rule-based approach because there is no well-defined way to optimize the rea-
soning process. As will be discussed in section 2.3, rules alone are inadequate-due
mainly to their symbolic nature-in handling planning areas which require reasoning
at finer level of detail often involving continuous systems. In addition to trying to
model human decision making, it is just as important (if not more) to create plan-

ners which yield the best plans or decisions that are likely to succeed even in the
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presence of uncertainty and complexity. In actuality, some combination of 1) captur-
ing human decision making heuristics and 2) creating automated planners capable of
near-optimal decisions (based on objective functions) is the ideal solution, and it is
toward this solution that our work is directed.

In this work, we define a simulation-based planning (SBP) methodology for pro-
ducing near-optimal decisions and route plans. Since the route planning area of
research lies in between the higher level of symbolic AI planning and the lower level
of intelligent control, it is an ideal candidate for SBP, where the use of simulation
enables reasoning under uncertainty at a finer level of granularity. Route planning
can largely be categorized into two types: 1) a set of alternative routes are given and
the goal is to select the best route with the best plan of execution, and 2) no alter-
native routes are given and the goal is to produce a near-optimal traversal strategy
in the current environment. In the first type, it is assumed that the set of alternative
routes are produced by a higher-level symbolic planner or a human expert. In the
second type, selecting an alternative route is no longer an issue but rather selecting
the appropriate traversal strategy (e.g. various parameter settings, behaviors) for
route traversal is the main concern.

In terms of specific application areas, we have chosen mission planning within
the military domain as our main area since it always involves some form of route
planning of the first type. In the military, routes greatly affect the success of the
whole mission, whether the mission takes place on ground or in the air. We have
also applied the SBP method to solve the second type of route planning for the Mars
Rover. Finally, as an application of SBP for on-line decision making, we present a

simulation model based decision system for controlling a truck depot.
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1.2 Background and Related Work

At a fundamental level, general Al planning, decision making, intelligent control
and route planning in robotics, all strive to solve a common problem—based on
some model of a given process, determining what actions will affect the process in a
desired way. At a glance, the problem appears to be different because each area uses
different types of models dealing with different levels of abstraction and applications.
To view the problem of decision making and route planning in a larger context, we
have studied different areas that are relevant to planning. First, we present some
background insights about the relationship between simulation and Al planning and

then discuss related work.
1.2.1 Simulation and Al Planning

In the simulation literature, simulation is defined as “the discipline of designing
a model of an actual or theoretical physical system, executing the model on a dig-
ital computer, and analyzing the execution output”; Fishwick [17, page 1]. In the
planning literature, Dean and Wellman [10] state that the idea of using a model to
formulate sequences of actions is central to planning and, given a sequence of actions,
a robot can use the model to simulate the future as it would occur if the actions were
carried out. Simulation can provide the robot with information that can be used
to suggest modifications or to compare the proposed sequence with an alternative
sequence. And we believe humans also have models built and stored in their brain
for most objects or systems that exist in the world and these models are used to
formulate sequences of actions that would occur in the future if a plan was executed.
Especially for problems where the complexity of finding the solution is too complex
for humans, such as ﬁnd a path through a maze, humans tend to use trial and error

method to eventually find the correct path. Once simulation models have been built
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for individual entities of the world, simulation can be used as a tool to provide the
planning system with information useful for evaluating its hypothesis. Therefore,
it is logical that we employ simulation within the planning process to simulate the
uncertain results of a proposed plan before the plan is selected for execution.

To overcome this increase in complexity of reasoning, many new approaches have
been introduced. Schoppers’s universal plans generates a reaction to every possible
situation that can occur during plan execution [37]. Salisbury and Tallis’s automated
adversarial planner [35] is a hierarchical, backtracking planner capable of performing
automated planning, execution monitoring, and replanning. This planner accepts a
mission with its related information such as task organization from the division plan
and searches the problem space to find a sequence of actions for the battalion. The
plans produced by these methods are robust but can be very large and expensive to
execute. Also, replanning is often too slow to be useful in time-critical domains.

From a system theoretic point of view, latest work by Dean et al. [9] focuses on
a method based on the theory of Markov decision processes for efficient planning in
stochastic domains. This approach is closely related to our work in that the world is
modeled as a set of states and actions having a transition model that maps state and
action pairs into discrete probability distributions over the set of states. However, it
differs considerably in several aspects. First, probability is handled analytically which
means the outcome is probabilistic but deterministic. In SBP, it is nondeterministic
since data is either sampled from a distribution or produced by a more detailed sim-
ulation model. Second, the value or reward of each state has to be predetermined
with a probability. With SBP, the value of the entire path is calculated at the end
of each simulation based on an objective function. Another way to describe this dif-
ference is in terms of the objective function: our method uses a dynamic evaluation

function based on simulation data while the other uses a static evaluation function
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based on probability and static values. Another difference is the type of domain it
can handle. As Dean et al. [9] state, the method is reasonable only in a benign envi-
ronment while SBP can handle malicious environments involving adversarial agents.
In Wellman [41, 42], the problem of route planning is treated as an extension of the
well known shortest-path problem. He points out that for most Al route planning
domains, the cost of a route is the sum of the cost of its segments and the cost of each
edge in a route are assumed to be known with certainty. Standard search algorithms
such as best-first and A* are based on these assumptions and optimality is no longer
guaranteed when the route costs are probabilistic and dependent. Wellman proposes
a generalized dynamic-programming approach based on stochastic dominance which
solves these problems. However, again this approach does not consider problems
where the state transition itsel{ is nondeterministic.

Uncertainty

In planning, there are several different types of uncertainty [32]. Here, we discuss

two categories that are most relevant to our work.

Data Uncertainty - There may be uncertainty in the knowledge of the environ-
ment such as the location or existence of the enemy. Uncertainty due to noise

of the sensors or other systems also belong in this category.

Randomness - Some domains are inherently random. Even when the available
knowledge is complete and certain, stochastic properties exist. For example, it
is never possible to perfectly predict the reaction of another agent in response
to a given stimuli. Although we may be able to make a good guess, we can
never be completely certain and thus, a form of randomness exists. Another
good example is uncertainty due to the randomness of the outcome of events.
Predicting the outcome of such events as engagement between two entities in

the battlefield is difficult due to its random nature.
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1.2.2 _Intelligent Control

Intelligent control deals with problems that are more physical and less conceptual.
The problem of steering a cargo ship to a desired heading [1] or planning a path for a
robot are typical problems in intelligent control. Even though the whole task can be
simply stated as “steer the ship to heading x,” at the control level, if we are to build
a more practical system, we should be also concerned with tuning the control input
to physically steer the ship to a precise heading. Thus, planning and control should
be integrated in order to provide a more complete and reliable system. Dean [10]
provides a good overview of the various problems and techniques available in these

two areas.

1.2.3 _Decision Science and Game Theory

Decision science involves the creation of decisions based on a game-theoretic foun-
dation. Given the current “state of the world,” one can embark upon several courses
of action (decisions) each of which will yield a payoff or utility [27]. Games can be
naturally extended to continuous systems [3] (often found in simulation) by equating
the input (or forcing) function to a continuously changing decision which alters the

payoff given the corresponding state changes.

1.2.4 Scheduling

Scheduling is a decision-making process that is concerned with the allocation of
limited resources to tasks over time. Optimization of one or more objectives is its goal.
Scheduling problems are very difficult even for situations where the requirements and
resource characteristics are completely deterministic [19]. Rogers [31] divides the
approaches to scheduling into three groups: 1) pure non-simulation-based approaches,

2) pure simulation-based approaches, and 3) hybrid approaches.
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Pure non-simulation-based approaches are again divided into two alternative ap-
proaches to schedule generation: the first uses Operations Research (O.R.) tools and
the second is based on Al concepts. Space limits further discussion of the O.R. ap-
proaches and the reader can consult Dempster et al. [11] for more information. Al
approaches have already been discussed in previous sections so they too will not be
discussed here.

Pure simulation-based approaches employ the following steps whenever a decision

needs to be made-typically in a manufacturing system environment [31].

1. The user initializes the simulation model with the current state of the environ-
ment such as released orders and production resources. The planning and order

requirements are also given which comes from higher level information systems.

2. The user identifies the set of actions which is applicable at this decision point

as candidates for evaluation.

3. The user makes one simulation run (because it is deterministic) for each of the

candidates. The results are stored for later analysis.

4. After all options have been evaluated, the one with the best performance is

selected and implemented.

Finally, hybrid approaches emerged due to deficiencies of a pure simulation-based
approach to dynamic rescheduling. One of the problems is that human activities
such as candidate action selection, performance evaluation, and schedule choice are
difficult, causing significant time delays in the overall system. Wu and Wysk [43]
employ discrete simulation to evaluate a set of sound dispatching rules (in the domain
of flexible manufacturing systems). The rule with the best simulated performance in

the time period is then applied to the physical system. This is very similar to our

D8




work since it is using simulation to evaluate and choose the best alternative for the
current situation. However, a major difference, other than the fact that the domain
is totally different, is that these simulations are deterministic. As pointed out [31],
there are questions as to the validity of such simulations for systems where there is

known stochasticity.

1.2.5 Object-Oriented Multimodeling Methodology

The object oriented approach to simulation is discussed in different literature
camps. Within computer simulation, the system entity structure (SES) [46] (an
extension of DEVS [30]) defines a way of organizing models within an inheritance
hierarchy. In SES, models are refined into individual blocks that contain external
and internal transition functions. Within the object oriented design literature [33, 4],
the effort is very similar in that object oriented simulation is accomplished by building
1) a class model and 2) dynamic models for each object containing state information.
Harel [20, 21] defines useful visual modeling methods in the form of “state charts”
so that the dynamics may be seen in the form of finite state machines.

Models that are composed of other models, in a network or graph, are called
multimodels [15, 16, 17, 18]. Multimodels allow the modeling of large scale systems
at varying levels of abstraction. They combine the expressive power of several well
known modeling types such as FSAs, Petri nets, block models, differential equations,
and queuing models. By using well known models and the principle of orthogonality,
we avoid creating a new modeling system with a unique syntax. In the original
multimodeling concept, when the model is being executed at the highest level of
abstraction, the lowest level (representing the most refined parts of the model) is also
being executed. Each high level state duration is calculated by executing the refined

levels that have a finer granularity.
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To optimize execution time of these models, we are making an extension to the
multimodeling concept. By using concepts and methods from aggregation, we plan
to build levels of aggregated models so that when time is a limiting factor, we can
choose to execute at higher levels of abstraction.

The following provides an excellent starting point when deciding how to organize
information and build models of dynamical systems from a simulationist point of

view [17]:

1. Start with a concept model or the class hierarchy of the system. This phase
should involve creating all relationships among classes. Classes can be related
in multiple ways but we consider only two key relations, both of which take
advantage of hierarchy and the sifting of information either up a tree (aggre-
gation) or down a tree (inheritance). Generalization or inheritance is where
attributes and methods are copied to lower level classes. Aggregation is the
reverse situation where structural information is passed from the leaf nodes to

the root node.

2. Create a class model using a visual approach such as OMT [33]. A class is a
set of similar objects. The structure of a class involves two items: attributes
and methods. Attributes are static and generalize to capture static models,
whereas methods are dynamic and generalize to capture dynamic models. Ex-
amples of static models are data models (as in the database systems literature)
and semantic networks (in the AI literature). Examples of dynamic models
are found in the simulation literature (e.g Petri nets, automata, block models,
systems dynamics graphs, bond graphs and equational models). The base type
of dynamic myodels are declarative, functional and constraint. Both static and
dynamic models tend to have graphical configurations, but there are exceptions:

static model-first-order logic relations, dvnamic model- differential equations.
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(a) Static model structures can change over time. They are called static since
the model structure does not encode dynamics or a change of state. In-
stead, a static model encodes structural information much like the at-
tribute Max_Speed has a value which can change over time but Max_Speed
has no coding information, and so cannot “change itself.” Therefore, “static”
refers to a lack of inherent dynamics or code, and not to an inability to

change.

(b) The term “model” reflects physical objects. Non-physical objects and
classes, such as the data structure Linked_List, are normally not associated
with “model” unless a specific real-world metaphor is applied where, for
instance, a Stack is represented as a physical stack of objects. Therefore,

the term “model” is relevant to real-world phenomena.

3. Finally, Construct a multimodel to build a network of models each of which
defines a part of the overall system. In the usual object oriented approach,
phase three translates to creating methods for an object that alter the state of
that object. The problem is that phase three can be quite complex depending
on the scale of the system being modeled. There needs to be a way of developing
multi-level models that specify the phase three dynamics. Our approach is to

use multimodels for this purpose.

In addition, within the confines of an example, we provide some guidelines for
representing knowledge as models. Let’s consider a physical 2D space called S. S
can be partitioned into cells using several different techniques, such as quadtrees and
meshes. Space S has attributes in each cell. For example, an attribute might be
“water level,” “concentration” or some other physical characteristic of S. There are

two objects which can roam around on space S: A and B.
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1. We create an object S which is an aggregate of, say, 4 cells. Each of these cells
has 4 sub-cells. A quadtree model, showing the layout of S, is stored as an

attribute of S.

2. Since S is-a type of space, then we can form a generalization hierarchy where
S inherits attributes from a higher level class called SPACE. We can also form
an aggregation hierarchy for S so that all space attributes of the sub-cells are
aggregated (passed upward) until we reach S as the topmost aggregation node.
The mechanics of where items are physically stored in memory are left to the
implementation. Even though S logically contains the entire aggregate space in
an array, the implementation may choose to keep the information stored either

all at the top node (S) or in the leaf nodes.

3. Let’s suppose that there exists one A and one B in a particular cell, and further
suppose that the dynamic relation of A to B remains fixed. For example, A is
(always) pushing B. Then a dynamic model such as a functional block model
is defined within object S or another sub-object which contains both A and B.
With a functional model, there will be a function ‘a’ defined in object A and
a function ‘b’ in object B. The functional model ‘a — b’ is a model within S.
Therefore, dynamic models contain coupling information for functions which

lie underneath it within the aggregation hierarchy.

4. Consider that we have eight A objects (A1, Ay, ..., Ag) in a cell and that they
are configured in a circle shape. The dynamics for all As are defined so that
the two nearest neighbors of any object operate as if springs connected them
together (i.e. a circle of objects with springs connecting each object to the

nearest 2 neighbors). There will be a constraint model in S which contains
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terms referencing the attributes located in each A;. The constraint model is

useful when there is not one direction.

. Suppose that A and B move around independently of one another, but within
the confines of one sub-cell. Then, there will be a function or dynamic model
in each of A and B. There is no higher level “coupling” to form a dynamical
model since the objects are independent. If we let A and B move around the
entire space S then, the aggregation hierarchy (i.e., the static quadtree model
in S) will change over time. Again, this is the logical knowledge representation,
whereas an actual program may decide to avoid this implementation overhead
by storing all information about the sub-cells in S (at the top level) to avoid
changing static models. Most of our route planning domains fall within this
category. Many of the objects such as aircrafts, tanks, radars, robots and rocks
move around independently of one another but within the confines of a certain

planning area.

. So far we have avoided any dynamic model over the “field” S. We can create a
dynamic model in S which defines how sub-cell attributes of concentration or
level changes over time. A diffusion equation may serve as this model. There is
the question of how the diffusion equation (describing dynamics over the field S)
interacts with the other models for the movements of A and B. The interaction
of the field and object dynamic models takes place as a part of the model’s
structure. For example, when calculating the field at any given time, we might
need to know an attribute of A or B. This attribute is referenced directly in the
diffusion equation model in S. The same is true for the effect that the diffusion

equation has on the models for A and B.
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7. As a general rule, a dynamic model involving various functions and state vari-
ables should be located in an object which is an aggregate of all objects contain-
ing those functions and state variables. This is why we put the diffusion model
in S. We could, however, have stored the previously specified functional model
a — b within a sub-cell which always contains A and B, and is contained within
S. It need not appear in S unless A and B are allowed to roam throughout S

during the simulation, and not only within a sub-partition of S.
1.3 Contribution to Knowledge

The main contribution of this research is the introduction of a new methodology:
Simulation-Based Planning. SBP extends and improves the planning horizon in three
aspects. First, it handles probabilistic uncertainty through detailed and replicated
simulation of models rather than solving them analytically using probability theory
or using simple Monte Carlo sampling. Second, simulation models can naturally
extend the level of reasoning to a finer level of granularity, often involving continuous
state space. Thus, SBP is able to produce plans that are closer to the detailed level
of execution and thereby often discovering subtleties (which would have been missed
by a higher-level planner) that may lead to failure of a plan. Finally, multiagent
adversarial planning is easily achieved through object-oriented multimodel simulation
where each agent or adversary is individually modeled and simulated in response to
each plan.

A common impression that people have about simulation is that it is time con-
suming. This is true when either there are many alternatives to consider or when
many replications are necessary in order to gather the effects of uncertain factors.
However, we show that simulation time can be reduced, allowing time constraints to

be met, through the use of experimental design methods and multimodeling methods
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deterministic CG&:I}:';];SI‘?)" Planning SBP may not be necessary

Figure 1.1. Classification of problems

in simulation. Some domain specific heuristics can also be useful in pruning out alter-
natives. Experimental design is a well established method in simulation which allows
the optimization of the experimental process so that as much information as possible
is obtained at the least cost. Thus, simulation experiments can be designed so that
the plans are evaluated in the time available with a certain confidence level. Another
way to control the simulation time (i.e. the planning time) is to decide at which level
of abstraction the model will be simulated. The newly extended Multimodeling will
allow the simulation models to be defined at different levels of abstraction so that
any one of the levels can be chosen for execution. A high-level simulation can be
done by sampling from a distribution, employing a closed-form analytic technique. A
complex low-level simulation can be done by simulating the state change in greater
detail at each time step with the use of differential equations or continuous-state
control block models. In section 2.2.2, we provide a general framework for developing
an experimental design block called the Executive model that will accomplish such a

task.

1.4 Outline

Simulation-Based Planning as a general methodology is discussed in chapter 2.
In chapter 3, an example multimodel design for decision making is presented using a

truck depot problem.
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Figure 1.1 classifies the three sample application domains we have selected in
terms of two properties-whether the planning domain is multi-agent or not and
whether it involves any nondeterminism (uncertainty of data). The mission plan-
ning domain desg:ribed in chapter 4 represents a planning domain that is multiagent
and adversarial but with no data uncertainty. There is uncertainty of enemy’s action
but none in terms of available information or randomness of events. In chapter 5, we
introduce the Mars Rover route planning application. This problem does not involve
any adversarial agent but it does have significant amount of data uncertainty and
randomness. The most complex problem of three, the mission planning in the air
force in chapter 6 is multiagent, adversarial and uncertain. Route planning domains
can also be classified based on whether or not different routes are given as part of the
alternatives. The military mission applications in chapters 4 and 6 involve choosing
a route from a set of alternative routes, whereas the rover planning application in
chapter 5 does not. Finally, conclusions are presented in chapter 7 and future work

is discussed in chapter 8.
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CHAPTER 2
METHODOLOGY

2.1 Simulation-Based Planning

Simulation-Based Planning refers to the use of computer simulation to aid in the
decision making process. In much the same way that adversarial trees are employed
for determining the best course of action in board games, SBP uses the same basic
iterative approach with the following items: 1) a model of an action is executed to
determine the efficiency of an input or control decision, and 2) different models are
employed at different abstraction levels depending on the amount of time remaining
for the planner to produce decisions. In the first item, board game trees implement a
static position evaluation function, whereas, in SBP, a model is executed to determine
the effects of making a move. In the second item, SBP can run more detailed models
of a physical phenomenon when there is sufficient planning time or fast computation
or parallel methods are instrumented.

The military has been using simulation-based planning for many decades in the
form of constructive model simulation. A constructive model is one based on equations
of attrition and, possibly, square or hexagon-tiled maps using discrete jumps in both
space and time. To decide whether to accept a course of action, one can use a
constructive model (a “wargame”) to evaluate the alternatives. Related work by
Czigler et al. [6] demonstrates the usefulness of simulation as a decision tool. Our
extension in SBP is one where we permit many levels of abstraction for a model,
not just the aggregate abstraction level characterized by Lanchester equations and
combat result tables. The idea is to allow the planner the flexibility to balance the

need between the required level of detail and the amount of time given to make a
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Figure 2.1. Generic Top Level Architecture of a Route Planner

decision. The notion that simulation can be used for decision making is covered in
several disciplines, such as for discrete event based models [40].

We are not claiming that SBP is the method to use in all types of planning
problems. For planning problems whose problem domain is well known, the outcome
of each action certain and their interaction simple, SBP will not be able to exhibit
its advantages. And for most cases, SBP should be used in conjunction with some
type of higher level reasoning system so that the initial set of candidate plans are
produced by this higher level system. Then for evaluating which is the near-optimal
plan and for refining the plan to the execution level to ensure near-optimal results,

SBP should be employed.

2.2 The SBP framework

We present the SBP framework in terms of three components: the simulation

component, the experimental design component and the output analysis component.
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The model in 2.1 is the top level general framework for simulation-based route
planning systems. We discuss each of the three components and the individual blocks

that belong to each component.

2.2.1 Simulatiqn block : Trial

To use simulation in planning, we first need to identify the set of controllable and
uncontrollable variables. Speeds, routes, actions of objects are controllable, whereas
any kind of uncertainty such as uncertainty of weather conditions and outcome of
combat are uncontrollable. The controllable variables or factors are sometimes called
as parameters in the simulation literature [36]. The main objective of plan simulation
is to gather the effects of the uncontrollable through repeated sampling (replication)
while varying the parameters to find a near-optimal combination of controllable values
in spite of the uncertainty. We say near-optimal because we can never guarantee the
optimality of a plan given the uncertainties of actual plan execution. In addition
to parameters, there are noise factors and artificial factors. Noise factors include
sources of variation within the real-world system as well as exogenous factors such
as customer and supplier characteristics. Artificial factors are simulation specific
variables such as the initial state of the system, termination conditions and random
number streams. We consider noise factors in chapter 5. Due to the nature of our
problem, artificial factors such as initial state of the environment and termination
conditions of plans are assumed to be given by the user. Other issues of artificial
factors are discussed mostly in section 2.2.2. Here we present some definitions that
will help us formally describe the simulation algorithm we have created.

Definitions

We model the environment £ as a finite set of world states Q and a finite set of
actions A where an action may be taken in every state or in a certain subset of states

Q. Let the environment £ consist of a set of K objects W = {W;, W, ..., Wk} and
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let their respective states be gi(t) for each W; at time ¢t. Note that we define an object
to be an entity that is physically represented as an object in the real world, object
such as a radar site, missile site and plane. These objects may be an aggregate of
other objects. A Weather object, for example, may be represented as a single object
outputting weather conditions at every delta time or as an aggregate of other objects
such as clouds, wind, and sun.

Then we can define the world state at time ¢ to be

Q(t) = qu(t) x g2(t) x - -+ x gx(t)

Also, we define
A(U) = (a1(2), a2(2), - - -, ak(t))

where a;(t) represents a set of possible actions W; can take at time . Normally, a
single action from the set a;(¢) will be chosen to be simulated. But for objects whose
models are moving continuously such as a fighter aircraft, a basic action such as
UpdateLoc is taken for every time step and any additional action such as fire weapon
may also be taken.

Unlike most plan evaluation schemes where the predicted state transition occurs
by analytic (therefore, deterministic) and probabilistic functions, SBP nondetermin-
istically chooses the “most likely to happen” actions given the situation. In other
words, SBP does not simply choose the state with the highest probability like other
existing methods which use stochastic dominance [42], but evaluates the transition
by sampling the probability. In the deterministic methods, the state that has the
highest probability of being the next state will always be the predicted next state,
whereas, in SBP, that state will most likely be the next state but not necessarily. This
is because, in SBP, the next state is determined either by probabilistic sampling or

by executing a detailed model (which may eventually involve some type of sampling)
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of the transition itself. Thus, both an advantage and possibly a drawback, SBP may
come to evaluate actions which do not have the highest probability of occurring.

Since the choice to take action a in a given situation may be uncertain, we model
the probability of this choice for W; in the following example.

Suppose a;1, a2, a;3 are three possible actions given the current state Q(t)!. Then,
based on the prebability distribution or in our case, based on the object models’
internal heuristic or logic, the choice is made.

Let us assume that the model we simulated chose a;;. Let there be two possible
state changes that can result from this action. We denote this change as g; (¢ + 1)

and g;3(t + 1). Then the transition function can be written as
6(Q(t), aiz) = {Q(2) & g (t + 1), Q(t) @ gia(t + 1)} (2.1)

where & denotes a change where a new state ¢;(t + 1) is added and the old state g;(t)

is deleted. Their respective transitional probability can be expressed as

Pr{6(Q(t),a) = Qt) D aa(t+ 1) =a

Pr(6(Q(t), aiz) = Q(t) ® gi2(t + 1)) =

If a detailed transition model exists, then it can be simulated to provide the exact
transition given the current state. But if no such models exists or if time is limited,
we can simply sample the probability given above to decide which will be the next
state of g;. Consequently, the next world state Q(t + 1) is obtained when all the

objects have transitioned to their next states such that
Qt+1) =q(t+1) X gat +1) x -+ x gxe(t + 1)

We now define the following:

'In most cases, an object will make a decision based on a small subset of the world state and
thus entire world state Q is usually not needed.
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e Let R be a set of routes that need to be simulated and chosen from. The total

number of routes is /N and R; denotes the jth route where 1 < j < N.

e Stationary Object refers to an object that remains physically in the same
location throughout the simulation and objects that do not have the ability to
physically change location. Ground radars, missile sites and buildings are some
examples. A stationary object may no longer exist when it is destroyed during

the simulation. Let O be the set of all stationary objects where | O |= M.

e Moving Object refers to an object that has the ability to physically move and
change its location during simulation (e.g. planes, AWACS and missiles). Let

D be the set of all moving objects where | D |= L.

e Planner Object refers to the object which is the planning entity itself. We

denote it by O?.

e Let O be the set of uncertain stationary objects. Let D be the set of uncertain
moving objects. Then, these objects can have one or more of the following

uncertainties:

— initial location (if associate total probability is less than 1 then the object’s

existence is also uncertain)

— type (e.g. type of plane, type of missile)

configuration (e.g. power, speed, etc)

— decision logic of the object

Then, following is our simulation algorithm:
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1. Initialize environment:
For every replication P, (1 < p < n) setup all objects in O and D by sam-
pling from their respective distributions using the random seed produced by

the replicator.

2. For each route R;,

WHILE ( (not success) or (not failure) )

Obtain current state Q(t)
FOR each object Wi in W

Simulate Wi to take action Ai

Update state qi(t) to qi(t+1)

by 1) detailed simulation of Ai
or
2) sampling distribution

Update world state Q(t+1)

t=t+1

Simulation strategy is usually a mix of time slicing and event scheduling. Time
slicing is used to routinely check each object for its responses to any change in the
world state. Event scheduling is needed to allow objects to schedule any delayed
response or action that is to occur in some future time which may not necessarily
coincide with a particular time slice. Simulate until the termination criteria such as
goal success or failure is met. The necessary output data of the simulation is now

sent to the Evaluator block.

2.2.2 Experimental Design block : Executive

In Simulation, experimental design is a method of choosing which configurations
(parameter values) to simulate so that the desired information can be acquired with
the least amount of simulating [25]. In experimental design terminology, the input

parameters and structural assumptions composing a model are called factors and the
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output performance measures are called responses. The number of runs depends on
three factors: the total number of factors, the number of factor levels and the number
of replications (repeats). One way to reduce these numbers is by using heuristics.
Drawing nomog;aphs of all of the three factors to determine the dominant elements
and to evaluate design tradeoffs is another method [38]. Fractional factorial design
is also applicable [38, 25]. The variables are screened, based only on a fractional
number of runs of the total combinations, for their effect on the response variable.
An issue exists, however, whether we can use them effectively inside the planner as
part of the system since these methods are mainly designed to be used by humans.

For domains where the response variable is continuous, response surface methods
can be used. Chapter 5 illustrates such an example. However, for route planning
problems that involves some type of discontinuous surface where factors such as
alternative routes and alternative strategies exist, the standard simulation methods
can not be applied.

In general, the total number of computer runs, S, required for a replicated, sym-

metrical experiment [38] is

S =p(a)(g2) - - (g) (2.2)
where
p = number of replications
g; = number of levels of ith factor,71=1,2,...,k

k = number of factors in the experiment.

For a typical route traversal simulation we can express the computational com-
plexity of a single run for route R;, in the worst case, as follows (given that we are

using time slicing),
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_ QdiStR].
#(R;) =0 ((Numso + L) —Adist> (2.3)

where
distg, = is the total length of route R;
Adist = is the size of time slice At * Speed(t)
Numg, = is the number of stationary objects previously calculated
L = is the total number of moving objects in the simulation.
Thus, the total time complexity of the experimental part of the SBP algorithm

will be, in the worst case,

N
0 (ZS - ¢(R,-)> . (2.4)
=1
In summary, we can save time in two ways: one by reducing S or by reducing

#(R,;) while still obtaining meaningful results. We first present various heuristics in

reducing S:

e Reducing the number of factors:
For our problem domain, routes, behaviors and the planner’s speed are some
candidate factors. By setting any one of these factors to be a constant, we are
effectively reducing the number of factors. Because, setting a factor to be a

constant implies that ¢; = 1.

e Reducing the levels of ith factor:
Reducing the number of levels of the ith factor from A to B reduces S by a factor
of A — B. For instance, using some heuristics, we can prune away unpromising
routes before they are simulated and thus resulting in the reduction of the

number of levels of the route factor.
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e Reducing the number of replications:
The number of replications depends on many factors. Most of all, it depends on
the type of output analysis method used (i.e. what is the analysis criteria for
obtaining the correct selection of the best alternative?). Some different output
analysis methods we have employed are discussed in section 2.2.3. Another way
to reduce the number of replications is heuristic sampling or controlled sampling
of the uncertainties. This way, we can converge on the answer faster than
sampling purely by random. The number of replications will partly depend
on the randomness of the data. The wider the range of varied answers, the
lower the confidence level will be and therefore, will need additional number
of replications. Although in some cases where the input variables create an
unstable environment, the additional number of replications will not make much
difference in reducing the interval width. In effect, the number of uncertain
objects in an alternative greatly affects the number of replications needed to

reach an acceptable level of accuracy.

Next, we discuss some ways to reduce ¢(R;), the total simulation time spent
during the evaluation process. In time critical situations, the quality of the desired

information may be sacrificed to meet a given time constraint.

e Increasing the size of the time slice At (assuming the simulation is based on
time slicing). Speed up will result at the expense of accuracy since the longer

the time slice, the faster the simulation will be.

* Reducing number of stationary (Numy,) to be simulated for route R;. Although
the actual number of objects involved in the planning problem can not be
controlled, we attempt to reduce this set to a minimal size while still obtaining
meaningful data. Acquiring this minimum set of objects to be simulated can

be done using the following structures:
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Dynamic PlanSim Window is a rectangular area that includes all stationary
objects that may be affected by or effect the moving object. Every moving
object has a Dynamic Plansim Window and for every moving object D;, we
will denote its Dynamic PlanSim window as DW,. It is expected that area
covered by DW, will change over time. Stated more formally, let Dj(z,y,t)
denote the fact that D,’s location is x,y at time {. Let MaxDRange be the
maximum detection range (or range of interaction) of all stationary and moving
objects. Then the DW, is defined by the rectangular area whose left top point
is (£ — MazDRange — o,y + MazDRange + «) and right bottom point is
(z + MazxDRange + o,y — MazDRange — «). Figure 2.2 shows an example
window with four radar sites R1, R2, R3 and R4. Then, DW, will contain
R1, R2 and R3 but not R4 since the center location of R4 is not inside the
window. As shown, DW, can include stationary objects such as R2 which will
not actually be affected by D, since it is out of R2’s range. This occurs when the

distance between D; and the center of a stationary object O is greater than the
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radius of O. By checking the distance between D, and all stationary objects, we
can build a more accurate set of DW,. However, this should only be done if the
number of stationary objects are very large and the efficiency gained exceeds

the overhead of performing this additional test.

Static PlanSim Window is a rectangular area that remains unchanged through-
out one simulation run. If the planning problem does not involve alternative
routes, then the static plansim window will remain unchanged for all repli-
cations since it will essentially include all the objects of the environment. If
alternate routes are involved, we create a window for each route R; which
we will denote as SPWpg,. SPWp, includes the route and all stationary ob-
Jects that may affect the planner object. Let route R; consist of m points
(Zk,Yk),1 < k < m and line segments which connect them. We then compute

the window using the following procedure.

1. Compute MinX = min{z|zx,1 < k < m} and MaxX = maz{z|z;,1 <
k < m}. Compute MinY and MaxY in the same way. Now the bounding
box of route R; can be defined by these points where the left top corner

is (MinX, MaxY) and the right bottom corner is (MaxX, MinY).

2. Extend the boundaries of this box by enlarging it by MazDRange cal-
culated above. Thus, the Static PlanSim Window’s left top corner now
becomes (MinX —MazDRange, MazY + Maz D Range) and right bottom
becomes (MazX + MaxDRange, MinY — MazDRange).

3. Create the set SPWkg, for each route R; by finding all stationary objects
who belong inside this box. Figure 2.3 shows a typical Static PlanSim

Window.
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SDy, is the set of stationary objects such that for a single simulation run,
SD( 4 c {OUO} and is within the PlanSim window of a moving object D; at
time t. The degree that the performance improves by updating the PlanSim
Window and the set SD; for every §t will vary depending on the total number

of stationary objects.

Number of moving objects that need to be simulated is the entire set D whose

size is L.

If there is no previous simulation history to base it on, we must obtain the
total number of stationary objects from the Static PlanSim Window for R; as
described in section 2.2.1. If some simulation history is available, then we can

calculate the total number of stationary objects to be:

L TT
Numg, = U U SDq. (2.5)
l=1t=0
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where ¢ denotes the simulation time and 0 denotes the begin time and T'T

denotes the end time of the simulation.

e Although it is not explicitly shown in 2.3, the level of detail of the simulation
object models considerably affects the overall simulation time. Simulation of
objects at the lowest level of detail will obviously require the most amount of
time. We can save time by using aggregated or abstract models where possible.
For example, for the combat simulation of two air planes, we can either simulate
them at the lowest level of detail such as simulating each event of gun fire,
missile fire and so on or we can simulate the combat result by simply sampling
from a distribution. This probability distribution can be constructed based on

expert knowledge or can be uniform (random) if no such knowledge is available.

The distance of the route (distg;) is something that the planner cannot control
or reduce. However, by distinguishing routes based on their distance, we can build
experimental strategies based on this information. Depending on the particular prob-
lem domain, the effect of the route distance on the simulation time varies (e.g. the
relation may not be strictly linear as shown in figure 2.4). Thus, the Executive must
make a decision as to where the time must be saved, either in S or ¢(j)s, depending
on which is dominant.

We now present an approach which can produce simulation results within a given
time constraint. The approach is best explained in two phases. In the first phase,
we perform a set of n replications. It is hard to tell what is a good value for n but
20 is a commonly used number in simulation [25]. While the n replications are being

performed, the CPU times of each replication for each route R; are recorded?.

%An issue exists whether CPU time is a good measure since it can vary depending on the load
of the computer or the network.
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Figure 2.4. Plot of average cpu time vs route length

In the second phase, we make a decision as to which output analysis approach
(strategy of performing replications and choosing the appropriate stopping condi-
tions) to use based on the expected simulation time and the current remaining time.

Before we go on to describe the algorithm, we define some variables:

e mCPU(j) - denotes the mean CPU time over n replications for route R;. Instead
of the mean, other measures such as maximum CPU time of R; can be used if
you wish to take a conservative approach. We can also gather some sample data
and draw a relation between the route length and the mean cpu time needed to
simulate the route. Figure 2.4 displays such a graph which was obtained from
the simulation trials in chapter 6. Here, we observe that the mean cpu time
grows more slowly than the route length. Note that this graph only represents
one application domain and is likely to be different based on factors such as the

domain, the type of models and the number of objects.
e T - is the given time constraint.

e Time_Left - is the remaining time to perform the simulations.
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e Time_Used - is the time used in the first phase.

e Tot_Needed_Time - refers to the total simulation time (real time) necessary in
order to produce results under the “Selecting best of k systems” (SelectBestk)

algorithm.

e Time_Needed_Per_Rep - is the time needed to perform one round of replication

of all the alternatives.

e Min RN - is the minimum number of replications among all alternative, as

calculated by the How_Many_More() function.

e How_Many_More(j) - using the SelectBestk algorithm, the exact number of
replications necessary to reach a decision (select the best alternative among k

alternatives) for alternative j is returned.

The basic idea of the algorithm is to perform the needed number of replications for
each route as determined by the How_Many_More() function given that the remaining
time is sufficient for the completion of this method. If the Time_Left is not sufficient,
then we perform as many replications as possible given the time allowed. As the
replications are performed iteratively, we also try to eliminate any alternatives that
appear to be significantly worse than other alternatives. With the latter approach,
the idea is to incrementally converge on the answer while trying to meet the time
constraints.

Tot_Needed_Time = 0
Time_Needed_Per_Rep = 0
Time_Left = T - Time_Used
Min_RN = RN(1);

Num_Routes = N;

FOR each Route j (1 <= j <= N)

RN(j) = How_many_more(j)
D32




Time_Needed(j) = RN(j) * mCPU(j)
Tot_Needed_Time = Tot_Needed_Time + Time_Needed(j)
Time_Needed_Per_Rep = Time_Needed_Per_Rep + mCPU(j)
IF ( RN(j) < Min_RN )
Min_RN = RN(j)
IF ( Tot_Needed_Time > T )
WHILE ( Time_Needed_Per_Rep < Time_Left )
FOR ( Remaining Alternatives )
Perform replication
Decrement Time_Left
Eliminate any significantly worse alternatives
Update the Remaining Alternatives set
Update Time_Needed_Per_Rep
with the new set of remaining alternatives
ELSE
SelectBestk()

The general method of SelectBestk is explained in more detail in the next section.

2.2.3 OQutput Analysis blocks : Replicator, Evaluator, Analyzer

Obtaining the right types of statistical analyses is just as important as performing
the right types of simulation runs. With simulation, several different interpretations
can be obtained from the same output data. This is the rhain concern of output
analysis and is a distinct feature resulting from using simulation. Different analysis
methods apply depending on whether a simulation is terminating or steady state.
Because plans have a definite start and an end time, ours are terminating simulations.
Suppose we are simulating k alternatives or systems. We describe in the following
our current strategy for obtaining the appropriate outputs and their analyses.

Replicator

Replication provides the easiest form of output analysis. Because our domain

is stochastic, we must perform n runs (replications) for each alternative 7, each jth
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replication generating a sample value for an output variable Xij. Different random
number streams are to be used for each run so that the results are independent across
runs. For a sufficiently large n, due to the central limit theorem [25], the random
variable A will be approximately normally distributed. This assumption allows the
use of confidence intervals which is later calculated in the Evaluator block.

Another issue is using common random numbers (CRN) to provide a controlled
environment for comparison among alternatives. This is to eliminate any “environ-
mental differences” that can exist between different simulations. CRN is a standard
variance reduction technique in simulation and we use it here across different alter-
native route plans within the same replication so that we may converge on the final
answer faster.

The Replicator block controls the replication environment by controlling the ran-
dom number streams for each replication. Depending on how the Trial block proceeds
with the simulation, the designer may choose to vary the random number streams
either in between each execution of the Trial block or within a single execution of the
Trial block. In the air force route planning system in chapter 6, for example, a single
execution (or replication) of the Trial block consists of simulating all alternatives
using a common random number seed. The next time the Trial block is invoked, the
Replicator will provide a different random number seed so that a different environ-

ment will be created in the next replication.

Evaluator

In its simplest form, the Evaluator serves as the accumulator of any relevant
simulation data that is produced from the Trial Block. If the objective function
within the Trial block produces a set of scores for each alternative, a straightforward
way 1s to total the scores produced from the replications for each alternatives. Other

relevant data such as elapsed CPU time for simulation of each alternative may also
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be accumulated so that the Executive block may later analyze and predict future
time usage.

Analyzer

Based on statistical criteria (e.g. highest mean, smallest variance, etc.), we can
consider several alternate plans and choose the “best” plan for execution. Criteria
other than statistical in nature can also be imposed, that are based on heuristics or
expert knowledge.

This block is primarily responsible for analyzing data that was accumulated in
the Evaluator. Different analysis methods may be used here based on the user’s re-
quirements. The mean, the standard deviation, the variance and confidence intervals
are some measures that we can acquire. For most of our applications, the mean of the
replication results serve as the basic “data” point in our response surface or graph,
representing the goodness of a plan. Variance can be a measure of predictability or
stability when the variance is small. Confidence intervals are useful because given a
sample output distribution and a confidence level z, it gives you the interval in which
you can say with z % confidence that the real mean lies within the interval.

Again, let X;; be the random variable from the jth replication of the ith system
or alternative. Then let

Xi;

() = 1=l i ,
Xi(n) = 2221 (26)
be the sample mean which is an unbiased estimator of u; (i.e. = E[X;(n)]). Also,

let the sample variance be

?:1[Xj - 7(")]2

n—1

S2(n) = (2.7)

Then, borrowing heavily from Law and Kelton [25], we calculate for any n > 2,

100(1 — «) percent confidence interval by
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5%(n)

n

Y(n) + t'n—-l,l—a/2 (28)

where t,_11_q/2 is the upper 1 — /2 critical point for the ¢ distribution withn —1
degrees of freedom. These points are given by a students ¢ distribution table which
can be found in [25]. The quantity that is added and subtracted from X(n) in
equation 2.8 is called the half-length of the confidence interval. It is a measure of how
precise we know p. As shown in equation 2.8, the half-length is usually decreased by
a factor of approximately 2 when the sample size n is increased to 4n.

Using the confidence-interval approach, there are mainly two ways to compare
among k systems or alternatives that are discussed in the literature [25]. We discuss
the two methods here and later compare their differences in terms its efficiency and
accuracy through a sample implementation in chapter 6. Since we are trying to
select the best out of k alternatives, we must detect and quantify any significant
pairwise differences in their means. First, let y4; = E(Xj;). An approach is to
form confidence intervals for the difference p;, — wi,, for all 4, and i, between 1
and k, with 4; < 45. Since there will be k(k — 1)/2 individual intervals, each must
be made at level 1 — a/[k(k — 1)/2] in order to have a confidence level of at least
1 — a for all the intervals together. This is because of Bonferroni inequality which
implies that if we want to make ¢ number of confidence-interval statements, then each
separate interval should be made at level 1 — a/c, so that the overall confidence level
associated with all intervals’ covering their targets will be at least 1 — . Thus, in
the first “iterative” approach, we iteratively continue the set of n replications while
throwing away alternatives that are significantly different® and also worse than all

other alternatives. This approach, although quite accurate in terms of the results, can

3two means are considered significantly different if the confidence interval for their difference
does not (or misses) contain zero
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include unnecessary number of replications due to the fact that a constant number
of replications is performed uniformly across the current set of alternatives.

The second approach, which we call the “non-iterative” approach (also called the
“Selecting the Best of k Systems” approach) selects one of the k systems as being the
best one while controlling the probability that the selected system really is the best
one [25]. Let p;, be the ith smallest of the p;’s, such that pi, < pi, < -+ < pi. The
goal is to select a system with the largest (in our case) expected response (score), pi,.
Let CS denote the event of Correct Seléction. The inherent randomness of the Xj;s
makes it hard to say that we are absolutely certain of our CS. Thus, we prespecify a
probability P* of CS such that P(CS) > P* provided that u;, — u;_, > d*, where
the minimal CS probability P* > 1/k and the “indifference” amount d* > 0 are both
specified by the user. If y;, and p;,_, are very close together, we might not care if we
erroneously choose system k — 1 and thus avoiding a large number of replications to
resolve this unimportant difference. The procedure stated below has the nice property
that, with probability at least P*, the expected response of the selected system will
be no smaller than p; — d*.

The statistical procedure for this approach, involves two-stage sampling from each
of the k systems. In the first-stage sampling, we make ng > 2 replications of each
of the k systems and acquire the first-stage means and variances using the standard
method. For ¢ = 1,2,..., k, let the mean for system 7 be X',-(l)(no) and the variance for

system 4, S?(no). Then we compute the total sample size NV; needed for system i as

o= 1[50 o9

where h; (which depends on k, P*, and mg) is a constant that is obtained from a

table. The table in [25] provides values of hy for P* = 0.90 and 0.95 for ny = 20
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and 40. Next, we make N; — no more replications of each system : and obtain the

second-stage sample means as

N.
2 jmno+1 Xij

_1’(2)(Ni - ng) = N; — ng

(2.10)

Since each system 4 may involve different number of replications, we must weigh

the means from each stage accordingly. We define the weights for the first stage

Wy = 22 [1 + \J 1-— _]& <1 _ (Nz - nO)(d*)2>] (211)

N; o h%Siz (m0)
and for the second stage Wy, = 1 — Wy, for i = 1,2,...,k. Finally, we obtain the

weighted sample means

X,'(Ni) = Wil)_(,-(l)(no) + VV-[QX,-&) (N, - no) (212)
and select the system with the largest X;(NV;).

2.3__Rule-based Systems and SBP

As part of our effort to answer the question why SBP(Simulation-based Planning)
is a worthwhile method for route planning, we compare and contrast our method
with rule-based systems. Rule-based systems have been used in several planning sys-
tems [35, 22]. However, when there are large degrees of uncertainty and also infinitely
many variations of the inputs, thus requiring the system to consider infinite number
of situations, rule-based systems seem to be inadequate. We claim that simulation
can help in producing better solutions in such environments and in particular for the
route planning domain. There are several advantages and disadvantages of rule-based

systems. Our intent is to compare and contrast with SBP to find out how the SBP
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methodology can be used to support conventional AI methods such as a rule-based

systems.

e Coverage of domain:
According to Gonzalez and Dankel [7], rule-based systems may not be appro-
priate for certain domains~ “domains that contain so many variations of the
inputs where a system needs to consider and represent nearly infinite number
of situations.” Covering such domains would require tens of thousands of rules
to be developed, verified and maintained. “Developing such a knowledge base
would be an extremely difficult process, even while ignoring the problems of
its verification and maintenance” [7]. The air traffic control domain, an exam-
ple domain suggested by Gonzalez and Dankel [7], contains potentially infinite
number of situations given the potential number of air planes, their locations,
types and speeds etc. Thus, to reason about all possible situations, you need
(in the worst case) as many or more rules to represent all possible outcomes
of plan executions. Using SBP, you model and execute individual objects, us-
ing whatever modeling paradigm that is suitable, in response to every possible
situation and gather the effects of execution as the outcome. This is the first
advantage of SBP as discussed in section 2.1. We demonstrate this feature by

the following example.

EXAMPLE:

This example is from the domain of military mission planning for Air Force
mission. Let us assume that the planning system is given a set of alternative
routes and the planner’s role is to evaluate and suggest the best route. Let
us assume that a route goes through a radar site. In the following, we denote
the enemy force as the ‘red force’ and the friendly force as the ‘blue force’. In

general, this is bad because 1t gives the red force a chance to send a red aircraft
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after the blue aircraft that is flying on the route. This can be expressed as a

rule somewhat similar to the following:

IF route crosses a radar coverage area

THEN hit probability is significant

However, there may be several exceptions to this rule. If, for instance, no red
aircrafts are in the vicinity, or if red aircraft’s current location and its max speed
is such that it cannot catch up to the blue aircraft or if all the red aircrafts on

the ground base are inoperable then hit probability is likely to be not high.

To handle this, additional rules or conditions are needed:

IF route crosses a radar coverage area AND
(no red planes within x miles OR
red plane’s max speed is too slow OR
its location is too far away OR
no more operable planes on the ground)

THEN hit probability is NOT HIGH

With simulation, all of the above comes as a result of executing each models

individually and seeing the output results of the simulations.
— For example, the radar site model will have a logic model where if a red
is detected then it notifies any red planes that are reachable.

— If there were any red aircrafts that were able to receive the order to inter-
cept the blue aircraft, then it will use its own internal behavioral /physical

model to pursue the blue aircraft.
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— Conditions such as the red’s max speed being slower than blue and not

being able to catch up will show up as a result of the simulation.

— If either all contacted red planes are inoperable or if no red planes exist,
by individual planes not being able to respond and therefore resulting in
no counter action by the red force, the resulting simulation will show a

positive result.

Thus, in SBP, we do not have to explicitly reason or state what the consequences
will be for each particular situation and action combination. However, this can
come at the expense of modeling the knowledge at a lower level of granularity

and perhaps requiring extensive time in computing the results.

The majority of the gain is in the Planner Object (Blue plane). SBP relieves
the burden of having to reason about individual consequences beforehand by
allowing the consequence to be observed via simulation. Often times, the prob-
lem with building an expert planning system for a complex domain like the
military mission planning is building the expert knowledge-base itself. With
SBP, the expert knowledge and their qualitative model can be obtained for one

object at a time which can make the process easier.

Other non central object models are expected to have equally complex knowl-
edge as a rule-base as far as the behavioral aspect of the model goes. However,
again, with an addition of a physical model which may include equations for
motion, fuel consumption and etc., along with the ability to sample appropriate
probability distributions for uncertainty, SBP can reason about plans at a level
that is much clo‘ser to the execution level, which is one of the main advantages
of using simulation to evaluate plans. SBP can also represent abstract behavior

and logic by incorporating traditional Al symbolic models at a higher level.

D41




Consequently, if 1) the problem domain does not involve any kind of uncer-
tainty; or 2) the required answer is only at an abstract level; and 3) there is no
complex interactions among objects; then a higher level reasoner like rule-based

system alone will be sufficient.

Planning for hypothetical situations

Most knowledge-based systems represent associational knowledge. Such knowl-
edge is a set of IF THEN rules that is based on an expert’s heuristic ability or
knowledge that was acquired mostly through observations. The expert may not
understand the exact internal process but has the ability to associate the correct
input/output pair for most, if not all, situations. As pointed out by Gonzalez
and Dankel [7], this type of shallow knowledge is inadequate for solving new and
previously unexperienced situations. If the expert had the theoretical (deep)
knowledge, he would be able to solve the problem using this knowledge. Then,
what do most shallow human experts do in such cases? They often perform
what is called “trial and error.” By subjecting the real process to a series of trial
and error tests, they find a certain input combination that produces the desired
output. Much like what we do when we try to find a route through a maze,
we try different alternative routes until we find one that succeeds. Because
the maze is so complex, we do not attempt to think in one step what the best
route is. This is very much similar to SBP in that SBP makes simulation trials
and records the errors until the best one is found. There is a pitfall here in
that the experiment may not be valid if the model does not correctly represent
the actual process. And this is an issue that must be addressed in the future.
But given that it does, SBP tries different input combinations (sequences of ac-
tions) to see what kind of outputs are produced. In addition, SBP captures the

uncertainties in the environment (whether it is due to incomplete information
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or instability) through well established simulation methods such as probability

sampling and replication.

Because of simulations’ ability to experiment hypothetical situation-a direct
result of 1~, SBP is still able to plan routes for hypothetical situations which the
expert has never experienced. Much like how we simulate different hypothesis
or experimental systems to find out their properties, we can simulate using
each objects model to study the results of a plan execution in hypothetical
situations. For example, SBP is an ideal candidate if one wants to plan for an
aircraft whose weapon system has Just been developed (and therefore no expert
has any experience with this system or its effects) and only a simulation model
exists. Other possible examples are when either the terrain or the weather is
in a state in which the SME has never experienced, as was the case in Desert

Storm.

e Naturalness of knowledge representation
Naturalness is one of the strong points of rule-based systems. Rules are a
natural way for humans to express their knowledge. Based on a given situation,
experts tell us what to do through rules. SBP does lack this type of naturalness,
the naturalness of being able to express everything in words and logic. However,
what may be unnatural to one person may be natural to another once 3 person
becomes well accustomed to certain modeling types. We believe that by using
multimodeling a user can choose whatever model type he finds most natural

and easy to use which may not necessarily be in symbols or in logic.

Rule-based approaches lack the ability to modify/ refine/adapt its knowledge to
specific situations. SBP on the other hand lacks “smartness” or “heuristical knowl-

edge” or “symbolic reasoning” capability. One may view SBP as a brute-force
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method, in that a naive SBP system will simulate all possible combinations of sit-
uations on a particular route in order to evaluate it. Thus, it may waste effort in
simulating useless plans. But with the help of appropriate heuristics that will prune
out combinationg that are unlikely or going to do poorly, and using various exper-
imental design methods, we can make SBP smart enough to be practical in real

environments.
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CHAPTER 3
A MULTIMODEL DESIGN FOR DECISION MAKING

3.1 A Truck Depot Example

The Truck Depot problem was originally taken from [10]. Since the problem con-
tains both non-intelligent objects (e.g. basin, trucks, valves) and intelligent objects
(e.g. robots or people) in equal emphasis, the problem inspired us to find a solution
to optimization by combining the two fields of simulation (simulating non-intelligent
objects) and Al (simulating intelligent objects) under a unifying modeling paradigm.
Unlike the mission planning domain which appears in following chapters, this prob-
lem lies on the reactive spectrum of planning, belonging in the realm of intelligent
control or decision making.

Figure 3.1 shows the aerial view of the truck depot, which represents the concept
model of system. The depot contains one basin with two input pipes P, and Py,
carrying two different chemicals and one output pipe P;. Each pipe has a valve (W1,
V2 and V3) which controls the flow. Each valve has a servo motor attached enabling
the human operator to remotely close or open the valves. Empty tanker trucks arrive
at the depot and wait until they can move under pipe P to be filled with the mixture
from the basin. When each truck leaves the basin, its cargo is tested. If the truck
has been filled with an acceptable mixture, it leaves the system; otherwise it dumps
the cargo and returns to be refilled. All mixture which overflows from the basin or
the truck is treated as waste. In our version of the problem, the capacity of each
tanker truck is constant. The truck depot’s class model is shown in figure 3.2 and its

instance model is shown in figure 3.3.
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Figure 3.1. Concept model of truck depot (Aerial view)
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Figure 3.2. Class model of truck depot
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Figure 3.3. Instance model of truck depot

The intelligent objects control the non-intelligent objects in the instance model. In
our case, the human operator makes decisions and controls the valves in the depot,
while achieving the goal of maximizing the profit of the depot by maximizing the
number of trucks filled while minimizing the cost. The depot is charged for the total
amount of chemicals that flow through the input pipes during the period in which it
is open. The trucks are independent objects which arrive according to an exponential
distribution over the period of time when the depot is open.

We also have the notion of time to consider in our simulation. The start of
simulation time corresponds to an opening time of the depot and the end of simulation
time corresponds to the closing time in the real world. Figure 3.4 shows the control
system of our simulation.

Let us examine the basin and the effect of the valves in more detail. Consider
the basin containing a mixture (as illustrated in Figure 3.5). The two input pipes
Py, P, carry two different chemicals. Pipe P; fills each tanker truck with a mixture
of the two chemicals. Each pipe has a valve (Vj, V, and V3) which controls the

chemical flow. Each valve has a servo motor attached that is controlled remotely and
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D48



simultaneously by the intelligent object. The intelligent object controls each of the
valves by opening or closing them.

The primary goal of the intelligent object is to fill the tanker trucks with an
acceptable mixture while minimizing the system cost. If we further extend this
problem to a reél world situation, we can consider that the owner of the depot is
paid for each truck properly filled and is charged for the total volume of chemical
that flows through P, and P,. Thus, the owner’s goal is to use the least amount of
chemicals while filling as many trucks as possible. All mixture which overflows from
the basin or the truck is treated as waste. Also, any remaining mixture in the basin
after some deadline (e.g. end of the day) will also be waste. And finally, when a
truck contains an unacceptable mixture, the contents are dumped and refilled later.
The mixture is not acceptable (or bad) when the proportions are off by more than

10% from the correct ratio. It is considered acceptable (or good) otherwise.

3.2 Intelligent Objects

Because the arrival of the trucks is dynamic and there is no determined number
of trucks a priori, no type of offline planning is possible. As illustrated in figure 3.6,
we have adopted Brook’s subsumption architecture [5] to integrate the different level
modules. Our hierarchical approach is different from a conventional hierarchical
planner in the sense that each of the levels have access to input and output. Since it
is possible to have conflicting output commands, we need some type of coordination
or mediation [23] among them. Adopting the subsumption architecture’s method of
mediation, the outputs are suppressed by a higher level when the higher level makes
an overriding decision. In the original version of the subsumption architecture, a time
period is specified, during which the output will be suppressed. However, because
our simulation is discrete, we will allow the output to be suppressed by a higher level

for one time step until the next event arrives and causes another output.
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Figure 3.6. Multimodel planner

The multimodel planner has multiple levels that are divided based on how critical
the reaction of each level is to the overall success of the planner. The levels also
reflect the reactivity of the control in that the lowest level module is the most reactive
module whereas the highest level is the least reactive. In general, however, this may
not always be the case. The least reactive module may contain the most critical level
of control in the system. The following hypothetical example illustrates a typical
case where the more reactive modules are also more critical to the overall success.
For example, when they plan deliberatively to decide where to turn while driving or
controlling the car at the same time. If the car reaches a red light before the turn, it
is more critical that the driver react and stop at the red light than worry about the

turn.

3.2.1 Exception Control

The Exception Control module exists at the lowest level in the hierarchy, which
is the most reactive and the most critical. In our problem, there are two critical
situations. First, overflow either from the basin or the truck must be avoided since

spilled mixture can never be recovered. Second, unless it is close to the end of
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simulation time, the planner should avoid having an empty basin since no truck can
be filled. The Exception Control takes the state of the basin as input, which is
the volume of the mixture in the basin, B,, and the volume of the mixture in the
truck, Tyo;. With By, fuzzy logic [45, 44] is used to infer whether the basin is in
an OVERFLOW or EMPTY state. With T,,, fuzzy logic is used to decide if the
truck is in an OVERFLOW state. Only when these conditions arise, does Exception
Control react and sends an output command (CLOSE or OPEN valve V;,). NO-
CHANGE —which corresponds to a null signal— is sent otherwise. The fuzzy input
and output sets for OVERFLOW CONTROL of the basin are illustrated graphically
in figures 3.7 and 3.8.

At this level, the output fuzzy set is identical for both valves V; and V,. Because
when an overflow (or empty) occurs or is about to occur, both of the valves need to
be closed (or opened) at the same time. To control the overflow of the truck, the

volume of the mixture in the truck is monitored and inferred by fuzzy logic to be
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Figure 3.9. FSA for Mixture Control

either in the state NOT_FULL or FULL. The output set for valve Vj is similar to the
one for valves V; and V,. Fuzzy logic seems well suited since we are not concerned
precisely when these events occur, but rather the appropriate time to start monitoring
and controlling to prevent overflow. The fuzzy logic model best mimics the actual

performance of the human operator at this level.

3.2.2 Mixture Control

The Mixture Control module is responsible for maintaining the correct ratio of
the two chemicals in the basin. Initially, the planner is given a ratio R which is to
be maintained throughout the simulation. The mixture is considered acceptable and
to be of the correct ratio if the actual ratio r falls between the range R — 5% and
R + 5%. The type of model used for Mixture Control is a finite state automaton as
shown in figure 3.9. In the figure, the current state of the valves is represented by the
tuple (V;, V») where V;, can be one of the following Open, Closed, Opening, Closing.

Depending on the current state, the next state is reached by choosing the appropriate
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transition. If the next state reached is a transition state (state that contains one or
more valve settings ending with ing), an output command is sent that will actually
create the event to change the physical state of the valves. For example, at time
t, the current state is (Open,Open). Then at time ¢ + 1 (i.e. the next even time),
the input is (r,1,1). If 7 < R, the Mixture Control module will switch the current
state to (Open,Closing). The current state of the FSA will stay at this state until
the input is (r,1,0). There is an implicit self loop (which is omitted in the figure)
that transitions to itself when the input is anything other than (r,1,0). When the
input becomes (r, 1,0) at some time ¢ + n, where n is the time delay for the valve to
be totally closed, the current state switchs to (Open, Closed). The input (r,1,0) is
a confirmation from the basin model that the commands were properly carried out
and that valve V; has successfully closed.

Once the ratio of the mixture becomes acceptable and close to its goal ratio R,
Mixture Control will send commands to close all the valves to maintain the steady
state. However, the output command may be suppressed by the higher level, therefore
never reaching the basin model. This may also be the case for the Exception Control
module. When sending the output command, the Mixture Control module should also
consider the output coming in from the Exception Control module. If the Mixture
Control module decides that its output is more critical, it will suppress the lower
level output and replace the command with its own. For more detailed explanation

of the suppressor function, refer to [5].
3.2.3 Optimal Height Control

Finally, the Optimal Height Control module controls the height to maximize the
profit. Because this module is less reactive and involves more symbolic knowledge
and reasoning (heuristics) than the other lower level modules, rule-based reasoning

is best suited for the task. The notion of optimal height is time dependent. Since
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the simulation has a start and an end time, the intelligent object can have different
strategies for maintaining the height at different times. Another consideration that
the Optimal Height Control module takes into account is the speed of chemical flow.
The flow rate ofA valve V3 depends on the height of the mixture in the basin. Since
our Optimal Height Control module uses heuristics, optimality is not guaranteed.
Included in this module, is the Evaluator which evaluates the overall profit of the
system, during and after the end of simulation. The profit is (amount of reward per
unit of volume)*(total volume of good trucks) — (amount of money charged per unit
of volume) * (total volume of input). This function is included as part of the Optimal
Height Control module. The formula used is Profit = N(V,) — C(V;) where N is
the amount of reward per unit of volume and C is the amount of money charged per
unit of volume. Vi represents the total volume of good trucks and V; represents the

total volume of input.

3.3 Non-Intelligent Objects

3.3.1 Model Design

Modeling the basin poses several challenges. The model state includes continuous
and discrete variables, constraints, and functional relationships.

The volume of the mixture in the basin changes continuously throughout the
simulation. The input signals that control the three valves give continuous outputs,
but they change at discrete times. The tanker trucks move through the system as
discrete objects and are constrained when waiting to be filled because: the signal for
valve V3 must open the valve; the basin must have enough mixture to fill a truck;
and the filling area must be empty.

We chose a Petri net to model the top level, see figure 3.10. The inputs to the
model are tanker truck arrivals and control signals for opening and closing each of the
valves. The output from the model includes statistics showing the number of trucks
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Figure 3.10. Petri net model of the basin

that were filled properly, and the volume of each chemical that was poured into the
basin during the simulation.

The Truck Queue transition is refined by an S/S/1 queuing model. It was chosen
to model the tanker trucks waiting to be filled. The queue is used to maintain the
trucks arrival order.

The transition Fill Basin is refined by a block model, see figure 3.11. The control
signals are passed to the refining models Valve I and Valve 2 respectively. Each
refining model returns a value representing the control to be applied. The function
block, Mizture Volume in Basin takes the control input and returns a value that
states how many tanker truck loads the basin currently holds.

Fill Truck is also refined by a block model (similar to figure 3.11) that shows
the relationship between valve V3 and the Mizture Volume in Truck function block.
Valve V3 takes as input the control signals, OPEN_V8 and CLOSE_V3, then returns

the amount of control to be applied due to the current state of valve V5. The function
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block Fill Truck takes the control value as input and returns a value when the truck
has been filled.

Each of the function blocks are refined by a finite state automaton. There are
five FSAs, but the three FSAs that refine the valves are similar to the refinement of
valve V.

The function block Valve V; is refined by the FSA shown in figure 3.12. The input
for this FSA is the control signal for the valve Vi, (V; =1 or V; = 0). The FSA will

change state if an internal transition is detected, (6, = 1 or 6§, = 0).
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Figure 3.13. FSA model of the volume of mixture in the basin

The Fill Basin function is refined by the FSA displayed in figure 3.13. The input
for this FSA is the amount of control that is being applied to the system by valves
Vi and V5. The output is how many truck loads of mixture the basin contains.

The function block Mizture Volume in Truck is refined by an FSA with three
states. The input to this FSA is the amount of control applied by valve Vj, the
system output is the state of the truck, whether the truck is FILLING, FULL or
OVERFLOWING.

The control equation & = Az + Bu is used to model the continuous state variables
in the system. Where z is the subsystem state, u is the control from the valves, and

B is the amount of control being applied.

3.3.2 Model Execution

A coordinator is used to create and execute the multimodel system. After each
level of the model is created, the levels are connected to their refining models, then
each level is initialized. Our initial conditions for the truck depot example are: the
basin is empty, the valves are closed, and no trucks are waiting to be serviced. These
initial conditions can be changed, however, depending on the goal of the simulation.
The coordinator’s task during execution is to dequeue events from the FEL and direct

the event to the model specified.
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CHAPTER 4
ADVERSARIAL ROUTE PLANNING

4.1 Mission Planning for Computer Generated Forces

For planners that work as part of the Computer Generated Force (CGF) simu-
lation [24] using the Distributed Interactive Simulation Environments, uncertainties
of enemy’s actions have to be handled in real time since the Computer Generated
Forces have to fight against the opposing force (which are normally human trainees)
in real time. As stated in chapter 1, the CGF planning domain selected here is as-
sumed to have complete information of the environment including the enemy and the
terrain. The complexity of the problem lies in the uncertainty of enemy’s action and
varying properties of the terrain. The mission planner presented in this chapter is
an integral part of a larger project of the Institute for Simulation and Training (IST)
called “Intelligent Autonomous Behavior by Semi-Automated Forces in Distributed
Interactive Simulation” which was funded by the U.S. Army Simulation Training and
Instrumentation Command (STRICOM). The goal of the planner is to automatically
derive plans for a CGF command entity node, at the company level initially, so that
the force will provide an Army trainee with an effective training experience. There-
fore, the planner represents a decision making algorithm at the level of a company
commander. Planning is only a small part of the overall project, which includes
efficient line of site (LOS) determination, terrain reasoning, intelligént target acqui-
sition and behavior representation for CGF entities. The planner takes orders from
the battalion level and translates these orders, with a tight coupling with the terrain
analyzer, into efficient plans for the CGF platoon entities. In addition to planning
for its subordinate units, the planner must also be able to monitor the execution

D58



of the plan, react to unexpected situations and replan if necessary. We present a

Simulation-Based Planner that can meet such challenges.

4.2 Planner Architecture

Figure 4.1 displays the architecture of our planner in relation to the IST CGF
Testbed [24]. Each commander in the IST testbed is simulated by a Command
Entity (CE). The Planner performs major functions of this entity. The planner has
two phases: the Reactive phase and the Planning phase-where a phase is a group
of states that collectively display a behavior. Only one phase is active at any given
time and the starting phase is the Reactive Behavior. The decision as to which phase
becomes active is made by the current active phase based on the inputs. There is
no single “main” algorithm that controls the whole process. Thus, the decision is
made in a distributive manner. In particular, the decision to give up planning and
report to a higher level unit is made by the Planning Behavior. The inputs are either
OPORDs! or SITREPs? and depending on the type of SITREPs and OPORDs,
different decisions will result. Each Planner in the CE is made up of the following

components.

4.2.1 World Database (DB)

The World Database contains information about the battlefield. This is not a
complete spatial representation of the battlefield (the Terrain Analyzer (TA) has
this information) but a simplified database which mainly contains information that
is known to the CE (and not known to the TA). Since the TA does not have any
information regarding the location of enemy or friendly units and does not keep track
of the locations, the planner needs to keep track of these locations and the status of

the units in the World Database. This database is created as soon as the CE starts to

1Operations Orders - refer to section 4.3 for more details.
2Situation Reports - refer to section 4.3 for more details.
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Figure 4.1. Planner Architecture

exist. Initially it contains its own location and will be updated with new information
as it becomes available to the CE via SITREPs or OPORDs.

The battlefield is a spatial model, divided into rectangular regions represented as
the elements of a matrix. This is a very low resolution of the battlefield because the
purpose of this matrix is mainly to speed up the look up time of unit locations and
other information by organizing the linked lists into regions. Each element of the
matrix is linked to a linked list that contains all the information the CE has about
thé,t region. Each node will have more exact locations along with other available

information such as status of the unit.

4.2.2 Reactive Behavior

The Reactive Behavior module displays reactive behavior necessary for survival
when immediate action is required. This behavior may be different for different types
of entities. The module is initialized with a generic set of behaviors at the start and

may be modified with any reactive behaviors provided by an OPORD.
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4.2.3 Planning Behavior

The Planning Behavior module has the ability to generate orders for its subordi-
nate entities from an OPORD given by a higher level entity. This module is made up
of the following smaller modules where the order in which they are presented actually

coincides with the algorithm steps of a typical planning process.

1. SITREP/OPORD Analyzer parses the SITTREP/OPORD to update the
World DB.

e OPORD: is further parsed to generate a list of task(s) to be achieved.

The Situation Analyzer is called next with this list.

e SITREP: is analyzed to decide if any immediate action is required, if
any replanning is required, or if any SITREP needs to be generated. The

Execution Monitor is called with the decision.

2. Situation Analyzer (SA) is a collection of rules that analyze the given situa-
tion using the World DB to generate the appropriate constraints for the ROUTE
or the DEF_TACT_POS call to the TA. The decision as to which of the two calls
to make first depends on problem size reduction. In other words, in a given situ-
ation, the call ROUTE may produce many routes whereas a DEF_TACT_POS
call may have produced few tactical positions. In such a case,-we can first
make a DEF_TACT_POS call to acquire a set of tactical positions and then call
ROUTE with these tactical positions which will reduce the number of returned
routes due to the given constraints. Thus, the SA will perform some alternate
calls of ROUTE and DEF_TACT_POS to produce an appropriate number of

alternate routes. The COA Tree Generator is called with these alternate routes.
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3. Course of Action (COA) Tree Generator uses the set of alternate routes
produced by the SA to generate a COA Tree where the 1st level contains alter-
native subunit combinations. and 2nd level contains alternative route combi-
nations. The following levels can contain other alternatives such as varying the
role of platoons in different formations. We can extend the tree as much as we
want with any other possible alternatives at each level. Also, if time permits,
we may want to add an adversary tree to the 2nd level. This adversary tree
Can represent possible reaction behaviors by the enemy given the current set of
action by the friendly unit. Also note that some alternatives may be omitted

at this stage and later generated during the Simulation/Evaluation step.

Once such a tree is generated, the tree is pruned using various methods and
rules before it is passed onto the COA Simulator. Many alternatives can be
pruned away by using a military expert knowledge system. However, we must
not prune away too much since many alternatives should be left to be explored
via simulation. The purpose of using simulation may be lost if the choices have
been made already. Next, the COA Tree Simulator is called with the COA
Tree.

4. The COA Tree Simulator is invoked to simulate the set of COA trees that
have been generated. This is done by creating a Simulated World and per-
forming the simulation of friendly and enemy units by time slicing between
actions (move, look, fire) and observation by each unit. It is also time sliced
between friendly and enemy units. Different methods can be used in simulating
friendly and enemy units. One method is to allow the enemy units to have
the same planning capabilities as the friendly units but with different tactics.
This method would be quite realistic, but it can be quite time consuming. In
general, a complete simulation will be more time consuming than a temporal
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projection using rules. If computing capabilities are limited, we can perform
simulation at different levels of abstraction [26, 16] where each higher level will
use less computational power. Another solution is to let the enemy units follow
a less sophisticated planning process allowing limited intelligence. This is the

approach we are taking for this particular application.

The actual simulation algorithm is as follows:

While (planner active) do
Update entity state variables
Perform line of sight (LOS) check
Engagement check
Update current clock time by AT
End While

The simulator takes each level of the COA subtree and simulates each route
and calculates a score for each friendly subunit per each route. In the current
version, the enemy unit is simulated in a very limited manner. The enemy unit
is assumed to remain stationary and only engage in combat when an opposing
force unit has been sighted. Currently, our method employs the Aggregate
Combat Model [8]. Two important assumptions made in general is the 3 to 1
rule and that each of the units are equivalent in size. The 3 to 1 rule states
that the break-even point is at a force ratio of 3 to 1, (3 being the defender
and 1 being the offender) which is a reasonable assumption in most cases since
a defender is prepared to defend in a favorable terrain. To satisfy the second

assumption, the demonstration mission involves only units in the platoon level.
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Since the planner does not currently have access to the TA, the Line of Sight
check is being done by a simple function LOS.check which checks the distance
between two units. At present time, the terrain is assumed to be flat and open,
not affecting the line of sight calculation. With the TA connected, the planner
should be able to have access to a more accurate LOS check which will account
for different types of terrain that may obscure the view. The speed of the units
are currently determined only by the terrain type: ROAD has 100% mobility,
GROUND has 80% and FORD has 50% mobility.

For each course of action, the simulator operates as follows. State variables
defining an entity’s position and orientation are updated at each time slice.
In low mobility areas or areas with a steep terrain gradient, the movement is
slower. Also, for some terrain features, as with fords or chokepoints, a simple
queuing model can be executed to keep track of entities that must wait for
entities that are blocking the path. Service times and speed values are obtained
by sampling from a probability distribution appropriate for the blocked area. A
line of sight (LOS) check and range calculation is done between the entity being
simulated and known enemy locations. If the enemy is within range of certain
weapons (such as a HEAT or Sabot round), an engagement will ensue. We are
unsure as to the level of detail required to simulate the engagement for planning
purposes. However, these may be extended as behaviors such as “seeking cover”
are integrated into the planner. The simulation proceeds, while updating the
simulation time by AT until either the plan has been fully simulated, or the

planner is interrupted.

Initially, the Simulated World is created from the World DB and then the status

of the world is updated as entities are being simulated. The simulator uses the
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TA to update the Simulated World. The outcome of the simulation is then fed

into the COA Tree evaluator.

. The COA Tree Evaluator is invoked to evaluate the simulation result by

calculating scores using the following formula:

score = strength of unit + prozximity to OBJ(%)

If at any point in time during the simulation the strength of a unit is below a
certain threshold (5 %), it is considered to be destroyed and no further simula-
tion will be run on that particular branch of the COA tree. Thus, the overall
simulation strategy is branch and bound. Depending on the order of the calls,
however, it is possible to simulate the COA tree in a somewhat depth-first man-
ner. It is possible to simulate the 2nd level of the SPLIT tree before the 1st
level of the NO_SPLIT tree. The each unit’s score is stored in every route_node

of the COA tree representing the simulation result of that particular branch.

Once the evaluation is done, different interpretations can be made on the scores
themselves. To follow the military’s operational concepts of acting with an
initiative, incorporating unpredictability of actions into the planners is a major
task. A possible solution is to allow the planner to choose nondeterministically
among those plans that have evaluation scores above some threshold. Another
important extension is to allow the enemy to react nondeterministically during
simulations so that the evaluation scores will come out differently at different

runs.

. The Execution Monitor

The Execution Monitor is the main driver of the Planning Behavior module.

Its actions are:
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(a) Issue the set of chosen subtasks in the plan to each units in an OPORD

format.
(b) Execute its own subtask if any.
(c) If any SITREP is received,

i. Call the SITREP/OPORD Analyzer.
ii. If the decision returned calls for

e immediate action, it is handled by the Reactive Behavior module
which accesses the mini Expert System to react accordingly. In
doing so, the Reactive module also takes into account any Engage-

ment Criteria given in the OPORD.

e replanning, the SA is called to start a planning process with the

newly updated World DB.

e giving up planning at the current level, the CE sends SITREP to
its higher unit reporting of its current status and waits for further
orders.

4.2.4 Expert System

The mini Expert System module contains rules to aid the planning process in
making decisions such as choosing routes, choosing best COA tree, performing anal-
ysis of situations, OPORDs and SITREPs. In the prototype version, very simple
rules have been used and they exist as if-then statements inside the implementation.
As more depth military expert knowledge are acquired, it may become reasonable to

implement the expert knowledge as a separate Expert System.

4.3 Interface between Planner and other Command Entities

Similar to how Operations Order (OPORD) are sent as directives to subordinates

in military Command and Control (C?), the CGF Command Entity is also expected
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to receive and send OPORDs. The standard military format for OPORDs contain
considerable amount of overlap throughout the different sections. Since our OPORDs
will be sent as messages within the program and each message has a limited size of
300 bytes, there was need to modify the military standard format to make it more
concise.

A standard military OPORD consists of five paragraphs: Situation, Mission, Ex-
ecution, Service Support and Command and Signal [12]. For our application, we
are mainly concerned with the first three where Situation describes the situation and
missions of enemy forces (if known) and friendly forces, Mission states the mission the
unit issuing the OPORD is trying to achieve, and Execution expands on the Mission
statement by describing the specific tasks to be accomplished by each subordinate
units.

In our OPORD format, the Execution paragraph takes the form of a Synchro-
nization Matrix where the rows represent the tasks for each subunit and the columns
represent different phases of the mission. The Synchronization matrix is issued by
the commander to its subordinate units where individual unit locates the row that
contains the orders for that specific unit and executes the tasks issued to them. Each
unit transitions to the next phase of the mission based upon its own transition code.
It can initiate its own transition: On Own Initiative or it can only transition after
receiving an order from its commanding unit: On Order. A corresponding matrix
to our demonstration order is shown in figure 4.2. This same matrix is sent to all
three companies and each company extracts the applicable row of tasks to be accom-
plished. Since the id number of our company is 1, the orders are contained in the
first row. The second and third rows do not directly affect the planner since they are
orders for company 2 and company 3, respectively. Unless some coordination was

required among the three companies, a company is only concerned with the orders
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Phase 1 Phase 2 s Phase n

SEIZE OBJ at DEFEND

Company 11 3,500, 28750 32500, 28750

/N

SEIZE OBJ at 0, MOVE to
38700 40500 32500, 28750

Company 2

MOVE to ; SEIZE OBIJ at

Company 3 ¢
50000 40000 54750, 40100

Transition Code: O On Order
X On Own Initiative

Figure 4.2. Synchronization Matrix for Demo OPORD

given specifically to the unit. Also note that since the prototype assumes there is
only one phase to a mission, phase 2 is also ignored in the current version of the
prototype.

Situation Reports (SITREPs) are another type of order that is sent to the su-
perior unit by a subordinate unit to report either scheduled situations (e.g. when a
mission has been accomplished, when a unit hits a check point, etc.) or unscheduled
situations (e.g. when a threat is identified, when overall combat strength falls below

a predetermined level, etc.).
4.4 Interface between Terrain Analyzer and Planner

As mentioned earlier in section 1, the mission planner is a part of a larger project
at IST. The planner must integrate with many other components in the IST project,

but for the most part it must work with the IST’s Terrain Analyzer.
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4.4.1 Terrain Analyzer

The Terrain Analyzer is the planner’s only source of information about terrain
and thus the planner uses the TA quite extensively during the planning process. The
TA is responsible for route planning, finding tactical positions, computing Line of
Sight and answering questions about terrain features. The interface between the TA
and the planner is established by four types of calls; ROUTE, DEF_TACT_POS, LOS
and TERRAIN_FEATURE.

e ROUTE: Given the maximum number of routes, start and end position, the
unit boundary, the minimum percentage of concealment, the mission type and
the direction of approach to the OBJ (located at end position), the TA returns
multiple routes that satisfy the given constraints. Note that the direction of
approach does not apply to cases when the end position does not have an enemy
unit and the mission type is not a SEIZE mission. Any intermediate enemy
position that needs to be avoided can also be given along with a radius and
the TA will generate routes avoiding these locations radius distance away from
the avoid locations. Each returned route has a route id, length and percentage
of concealment relative to the route. The actual route is represented as a
piecewise linear curve made up of a set of line segments. Each line segment
contains not only it’s begin and end points but also the percentage of mobility,
passable width, probability of LOS to the OBJ and the terrain_type (ground,
road, ford).

e DEF_TACT_POS: Given the type of mission, this call requires the TA to pro-
vide locations for a given type of tactical position(s). The current position of
the unit and the OBJ must also be given. There are three different types of

position: SUPPORT_BY_FIRE, DEFENSE, and ATTACK. We have two types
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of mission: SEIZE and DEFEND. Finally, the enemy location must also be
provided to the TA for SUPPORT_BY_FIRE and ATTACK positions.

ALOS: This call directs the TA to perform an area to area Line_of sight deter-
mination. Locations 1 and 2 are given, each with Radiusl and Radius2. The
Radiusl describes the circular area centered at 1 and Radius2 describes the
circular area centered at 2. 1_# _PTS constrains the number of points where
LOS should be tested within circle centered at 1. 2_#_PTS constrains circle
at location 2 in the same manner. If the Radius is 0 for both locations then a
simple point to point LOS is performed. The returned data is the probability

of sightings over the #_PTS tested within the two areas.

TERRAIN_FEATURE: This call requires the TA to return all the terrain fea-
tures that are included within the radius of a given point. The planner sup-
plies the TA with a center point and a radius and the TA returns one or
more of the following types as a terrain_feature: ROAD, FORD, GROUND,
CHOKE_POINT.

4.5  Demonstration Mission Scenario

Figure 4.3 illustrates the demonstration scenario. The friendly company 1 (the

company entity receiving the OPORD) is situated at Assembly Area (AA) located

at (50000, 52500). Company unit 1 is made up of 3 platoons: platoon A is made

up of 4 M1 Abrams Main Battle Tanks and each of the remaining 2 platoons B

and C are made up of 4 Bradley Infantry Fighting Vehicles. There are two enemy

platoons: OPFOR(opposite force) platoon A is made up of 4 M1 tanks located at

(32500, 28750) and OPFOR platoon B is made up of 4 M2 fighting vehicles located

at (45000, 46250). The OPORD given to company unit 1 is to “SEIZE the Objective

at (32500, 28750)”. Typically, an area called unit boundaries are given along with

D70



/ / E 25000 EGEND
/é/ § #s 023; xa<'M _________ ,,,,,,, ® o
\ ? ~ \'R 3000 G L ae
\ \ ‘ 7 /#3 _ I .
- N \\& : Al \“ \ & Treeline
/ S o+
)
(@
§ W
X
\ /"‘/{ 50000
=S\ g\\g s

55000 50000 45000 40000 35000 30000 25000

Figure 4.3. Company Mission and Routes

the OPORD. The unit boundaries define the area in which the unit is expected to
operate. The company unit boundaries for company 1 are given as the rectangular
area in the figure 4.3.

The goal of the command entity is to accomplish the mission with minimal loss of
strength. To find a mission plan that will satisfy this criteria, the planner simulates
several alternative plans, compares the results and chooses the best one. However,
these alternative plans need to be generated by the planner first. The planner has to
be careful not to generate too few or too many alternative plans since too few may
not include a potentially good plan and too many may take too much computation
time. Figure 4.3 also shows the various tactical positions and routes that can be
obtained through calls to IST’s Terrain Analyzer. Thus, the alternative plans are
mainly based on two alternatives: different subunit combinations and different route
set combinations. In other words, the alternative plans depend on which unit or units

go on which route.
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SPLIT NO SPL

Alternative Subunit 'Y

C.AB , Combinations
N =

3,1 32 41 42 51 52 34 35 45 Alternative Route 202
Combinations (1)

Alternative Route
6- 6- 7- 17- 8- 8- 67 68 78 Combinations(2) 6 7 8

Figure 4.4. COA Tree without Adversary Tree

Figure 4.4 shows the COA tree generated by the prototype. The SPLIT subtree
describes the course of action for a company where the company will be divided.
Given that a company has 3 platoons, the number of routes needed is always greater
than or equal 1. If two platoons go one route and one platoon go another, two
routes are needed in total. If each platoon goes on a different route, three different
routes will be necessary. The 1st level of this subtree will contain all the possible
combinations of splitting a 3 platoon company. Currently, the set of combinations
are read from a data file. The justification is that some heuristics must be applied in
subdividing the company and since there are no expert systems to aid this process in
the prototype, an expert can be consulted in creating the data file using his expertise
and knowledge of the Company’s composition. The heuristic used in this scenario is
not to allow Platoon A to travel alone at any time since M1s are considerably slower
and lower power than M2s. This restricts the SPLIT combination to 4 sets: (AC,B)
(B,AC) (C,AB) (AB,C).

From these combinations, the Create_COA_TREE generates possible combina-
tions of route sets. Since the mission is SEIZE, at least one route should lead the
platoons to an ASSAULT_POS. These routes are 3,4,5 according to 4.3. Thus, the
possible set of route combinations are (3,1), (3,2), (4,1) (4,2), (5,1), (5,2), (3,4), (3,5),
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Figure 4.5. COA Tree with Adversary Tree

(4,5). The second level of route combinations in the COA tree contains the routes
that connect each of the 1st level routes to OBJ if possible. For example, route 6
extends route 3 to OBJ. However, route 1 is not extended to the objective because
it’s a SUPPORT_BY _FIRE position.

The NO_SPLIT subtree has a single alternative subunit combination (ABC) since
no split up is allowed in the unit combination. Therefore only a single route set alter-
natives that lead to an assault positions (3,4,5) are possible. The second level routes
are (6,7,8) respectively. No pruning is being done in the current implementation.

Figure 4.5 shows the COA tree generated with the adversarial actions included.

For now, we assume that there are only two possible actions Follow or Stay. Follow
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means that the enemy unit will exhibit a behavior of active pursuit, given that it
1s within range. In other words, if the enemy unit is not close enough to actually
detect and follow, the subtree with the Follow behavior will not be any different
from the subtree with the Stay behavior. Stay refers to the behavior where the
enemy will remain stationary in its current location but will still fight back if fired
upon. The different behaviors can be best seen by comparing figures 4.6 and 4.7.
Figure 4.6 shows the case when the enemy is simulated with the Stay behavior. Note
that this is also the basic behavior of the enemy for the simulations of the COA
tree without adversary tree. Figure 4.7 depicts the situation where the enemy unit
1s simulated with the Follow behavior. Assuming that the enemy will continue to
pursue the friendly unit that is traveling on route 4, the shaded polygon near route
4 which shows the area where combat will continue to occur is extended. Thus,
the area of combat in figure 4.7 is larger compared to the shaded area that appears
in figure 4.6 and therefore the score is expected to be lower in the first case. For
the tree in figure 4.5, four pairs of behaviors (FF, FS, SF, SS) are generated in the
SPLIT subtree. A pair is generated because one F or S corresponds to each route
and there are always two routes in each branch of the tree under the SPLIT subtree.
Accordingly, in the NOSPLIT subtree, only a single behavior (F or S) is specified for

each branch.

4.6 Planning Results

From figure 4.3, one should be able to observe that any friendly units traveling on
route 4 is likely to engage in combat with the opfor unit stationed at (45000, 46250).
The friendly unit may not be totally destroyed but considerable amount of strength
may be lost during combat and therefore will result in a lower score. Thus, any plan
that includes route 4 will have lower scores than other plans. Due to space limitations,

we only include some results of interest. We first show the results obtained using the
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Figure 4.7. Simulation of Follow behavior on Route 4
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COA tree without an adversary tree. This result is for the alternative plans where
the company stays together as a company (NOSPLIT) and travels on a single route
to the objective: (Note that routes 1 and 2 are not considered since they end at

Support_By_Fire positions.)

Result of NOSPLIT routes at phase 1:

[ A-B-C 3 ] : 165.007523
[ A-B-C 5 ] : 131.897141

[ A-B-C 4 ] : 89.443901
Result of NOSPLIT routes at phase 2:

[ A-B-C 3 6] : 128.000000
[ A-B-C 5 8] : 128.000000

[ A-B-C 4 7] : 95.140198

Next, we show the evaluation scores with the adversary tree. The results support
our prediction that route plans which include route 4 is considerably lower in score
than the other alternative route plans. Moreover, of the two subtrees that includes
route 4, the subtree where the enemy was simulated with the Follow behavior is
even lower. Since all the other routes 3, 5, 6, 7 and 8 do not have an enemy unit

nearby, there is no difference in result whether the subtree includes a Follow or Stay

adversarial branch.

Result of NOSPLIT routes at phase 1:
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[ A-B-C F 3 ]: 165.007523 * F: FOLLOW
[ A-B-C S 3 ]J: 165.007523 S: STAY

[ A-B-C F 5 ]: 131.897141

[ A-B-C S 5 ]: 131.897141

[ A-B-C S 4 ]: 89.443901

[ A-B-C F 4 ]: 65.971626

Result of NOSPLIT routes at phase 2:

[ A-B-C FF 3 6]: 182.000000

[ A-B-C FS 3 6]: 182.000000

[ A-B-C SF 5 8]: 182.000000
[ A-B-C SS 5 8]: 182.000000
[ A-B-C SF 4 7]: 119.666664
[ A-B-C SS 4 7]): 119.666664
[ A-B-C FF 4 7]: 114.666664

[ A-B-C FS 4 7]: 114.666664

There are basically four different types of information that is given as input to the
planner at different stages of the planning process. When the planner is first started,
it is given an OPORD, a set of subunit combinations to be used in the generation
of the COA tree, and the initial strength of the individual subunits. During the
plan generation process, the planner will make various calls to the TA and get back

from the TA information such as tactical positions and routes. Once these plans
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are generated, the planner simulates them and outputs the final evaluation scores of

alternative plans in decreasing order. The CGF planner prototype currently runs on

an IBM 486 PC and the Sun Unix Workstations.
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CHAPTER 5
NON-ADVERSARIAL ROUTE PLANNING

The CGF Mission Planning problem, presented in chapter 4, did not possess a lot
of uncertainty in the way it was defined. To show how SBP can be used in problem
domains that possess significant amount of data uncertainty—including uncertainty
due to noise-we have selected the Mars Rover route planning problem as our second

application domain.

5.1 Rover Route Planning

A major difficulty with the Computer Generated Forces Mission Planning was
the overwhelming amount of domain knowledge that we had to learn which left little
room for experimentation and further refinement of our methodology. In realizing
the problem, we decided to apply our methods to a canonical problem. Route (or
path in robotics terms) planning with mobile robots is a well known problem and
thus is a good candidate. When there is little uncertainty involved, as is sometimes
the case in many robot route planning problems, the existing approaches such as
potential fields [2] do quite well. But, when uncertainties exist in the environment,
these methods alone cannot produce good results. The main algorithm of producing
a graph of traversable paths and searching the graph for a best route still remains
the same, however. The part that is different is how we measure the goodness of a
route. If the goal is to select a route that is the shortest in distance, we can use any
of the standard algorithms that exist for finding shortest paths in a graph. But, if the
problem is in an environment that is unknown or uncertain, we must use a different

method which we claim is SBP.
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Figure 5.1. Mars Microrover. Provided by permission of Jet Propulsion Laboratory
[28]

In 1996, NASA plans to launch a spacecraft to Mars to explore the environment
of the planet [28]. The spacecraft will carry an 11 kg rover, called the Microrover,
that will move around the vicinity of the landing site to explore the territory for a
duration of approximately 1 to 4 weeks. Figure 5.1 shows the Microrover traveling
over a rock.

Because the Martian surface is not completely known, JPL is undergoing a process
of performance evaluation of the rover’s autonomous navigation system with varying
terrain characteristics. The Microrover testbed contains the Microrover vehicle and
an indoor test arena with overhead cameras for automatic, real-time tracking of
the true rover position and heading. In the arena, they have created Mars analog
terrains by randomly distributing rocks according to an exponential model of Mars
rock size and frequency created from Viking lander imagery. JPL has decomposed the
rover navigation task into four functions: 1) goal designation; 2) rover localization; 3)
hazard detection; and 4) path selection. Goal designation is expected to be performed
by mission operators on Earth. Hazard detection is largely connected with problems
In sensors such as stereo camera pair and light stripe ranging sensor. And thus,
although the four functions are integrated, we will focus mainly on rover localization
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Planview plot of vehicle trajectory
— true rover trajectory
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Figure 5.2. Rover trajectory for a run with three rocks

and route selection. Rover localization is presented as a major issue since dead
reckoning error often prevents the rover from properly recognizing when it has reached
the goal location. Figure 5.2 shows a planview plot of the vehicle trajectory for a run
with three rocks. The solid line represents the true rover trajectory and the dashed
line represents the deadreckoned trajectory. The rover scraped its hubs against rocks
B and C. According to JPL’s report, the results of this and other trial runs imply
that scraping against rocks introduce large heading errors.

Currently, path selection is achieved by a simple behavior control algorithm which
is reactive and does not take any excess knowledge-such as maps-into account. Thus,
our intent is to build a simulation-based route planning system that will enable
the rover to simulate various alternative path traversal behaviors and/or parameter
settings such as turn rate and sensor reading rate to estimate the optimal settings at
which the rover is likely to have least amount of deadreckoning error and, therefore,

most likely to succeed.
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9.2 Simulation-Based Rover Route Planning System

Figure 5.3 illustrates the basic components of our Simulation-Based Rover Route
Planning (SBRRP) system. Initially, the planner takes the goal location of the route
as input and selects a route plan for output. This selected plan is the input to the
Control Subsystem which performs a supervisory control of the process. The output
of the rover process is the actual sensory output of the rover. The sensory output
will include camera images, hazard detections and position information. Along with
the plan, a simulation log (the simulation data that was produced previously during
the plan evaluation process) of the chosen plan is provided as input to the Control
Subsystem. This can be used to serve as a reference model to track the state of
the execution in order to monitor its progress towards the goal. The monitoring
information can be used further to tune the system towards the goal (i.e. correct its
route or position estimation) or to generate a failure signal to the planner as soon as

it decides that the current route is unlikely to succeed.

5.2.1 Planner

The planner has two major modules:

1. The Plan Simulator simulates alternative traversal configurations for different
terrains. In terms of the rover configuration, two factors are varied: 1) unit
distance (the amount of distance traveled in between hazard detection) and 2)
unit angle (the number of degrees turned in between hazard detection). The
Path selection behavior algorithm is another possible factor to vary but is not
considered at this time. For the terrain, we also vary two factors: 1) rock
sizes and 2) rock frequency. Thus, the simulation is based on the physical and

empirical models of the rover and the terrain.
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Table 5.1. Power Usage for different subsystems

| Subsystem | Power Usage(W) ]
Driving 8.28
Steering 6.70
Hazard Detection Scan | 7.33

e The Mars Rover Model includes a physical model which include specific

characteristics given by the JPL document: translation (max 0.67 cm/sec),
rotation speed, step climbing ability (max 19.5 cm), and specification for
the hazard detection sensors (range of view is about 120 deg. with 30 cm
max distance). In addition, it’s power usage is also documented and is
shown in table 5.1.

Since we are simulating in a 2 dimensional space, we can represent the
position of the rover with respect to a fixed global frame at time k as a

vector

z(k)
x(k) = | y(k) (5.1)
o(k)

where z(k) and y(k) describe the cartesian location and (k) represents

the heading measured counterclockwise from the positive x-axis.

The robot’s motion is controlled by the control input

_| Tk)
u(k) = [ AB(k) J (5.2)
where T'(k) is the speed (unit distance) per time step and Af(k) is the

rotational value per time step.

The actual position at time k+1 is obtained by the state transition function

f,
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f(x(k),u(k)) = | y(k) + T(k)sind(k)

8(k) + AB(k)

[ z(k) + T'(k)cosb (k) J
(5.3)

To model the complete state of the rover system, we must include the
power usage p(k) at time k and also keep track of the deadreckoned po-
sition. Let %(k) = (&(k), §(k), O(k)) represent the deadreckoned position
and heading at time k. Then G(k + 1) is obtained by the state transition

function f ,

) &(k) + (T(k) + ea(k))cosf(k)
fF&(E), u(k)) = | §(k) + (T(k) + ea(k))sind(k) (5.4)
0(k) + AB(k) + en(k)

ea(k) represents the position error and ey (k) represents the heading error
at time k sampled from triangular distributions presented in the following

text. Thus, the complete rover system state is represented by a vector

z(k)

y(k)

o(k)
r(k) = | Z(k) (5.5)

(k)

o(k)

| P(k) |
and

P(k + 1) = P(k) + p;(k) (5.6)

where ¢ represents one of the three subsytem functions: Driving, Steering
and Hazard Detection Scan. p;(k) represents the power usage of subsytem
function 4 occurring at k. The power usage values , as shown in table 5.1,

are not dependent on time and are constant throughout the simulation.
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Table 5.2. Error Distribution of 40 runs

| | Heading error(deg) | Position error(m) |
Min 0.2 0.22
Mode 8.0 0.69
Max 37.2 2.45

What is time dependent is the value of i since due to power constraint of

the rover only one of the three functions can occur at time k.

Empirical data gathered from JPL’s trial runs are used to model e4(k)
and e,(k). Also, hazard detection error has a failure rate of 1 in 1000
given that hazard frequency is 1/100. The error models are based on the
dead reckoning and heading error statistics gathered by JPL for 40 runs
on artificial Mars nominal terrain. The error statistics form a triangular

distribution given in table 5.2.

These errors represent cumulative errors gather at the end of each run.
The mode of the true distance traveled is 8.39 m and thus we can naively
scale this to form a new position error distribution values U,,,.r for each

unit distance traveled using the following equation:

Perror*Dgoal

Uerror = % (5.7)
Udise

Perror is the position error as shown in the above table. Dy is the total
distance between the start and goal locations in a given route planning
problem. Uy, is the unit distance selected for the simulation. Intuitively,
the numerator is the amount of total position error scaled to the current
route distance and the denominator is a rough estimate of the total number
of samplings (i.e. simulation time steps) likely to occur during the simu-
lation. And thus, the equation provides a rough estimate of the position

error for each unit distance traveled. Scaling the heading error distribution
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Table 5.3. Scaled Sample Error Distribution

| | Heading error(deg) | Position error(m) |
Min 0.001 0.18879
Mode 0.0315 0.59213
Max 0.186 2.0999

is not as straightforward as scaling the position error distribution due to
the fact that it is not really possible to predict the total number of degrees
the rover will turn during the simulation of a route traversal. So, based on
the assumption that the rover is likely to make a turn for every simulation
step, we have arbitrarily scaled the heading errors down by %ii“t—‘.

Table 5.3 shows a scaled triangular error distribution for simulations whose

Ugist is 7.2 cm and Dy is 766.94 cm.

The Mars Terrain Model creates Mars analog terrains using a rock
size-frequency distribution developed by Moore [29]. Currently, JPL is
experimenting their Microrover by performing test runs on terrains which
has been created artificially by randomly placing rocks according to this
Moore [29] model . Moore’s model is based on data obtained from images
taken by Viking Lander 2. Since a similar rock density is expected for
the Microrover experiment, the same model can be used. The original
Moore’s model for rocks down to a diameter of 0.14 m is represented by
N =0.013D~%% where N is the cumulative frequency of rocks per square
meter with diameters of D and larger. This model predicts that about
18.8% of the landing site area is covered by rocks. However, the model
used by JPL so far in creating the actual test terrains is based on the modal
value of the surface rock cover over the whole planet, which is estimated
to be at 6%. The terrain created from this model is called nominal. A

computer simulation is under development at JPL in order to test terrains
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with rock frequencies ranging up to 19%. Thus, our simulated terrains
will also be nominal in terms of total rock cover percentage although the

sizes and frequency will vary.

Using the models of the rover and the Martian surface, we perform multiple
simulations of each route. In general, there are several ways to proceed in
the simulation. If a set of routes are given beforehand- as in the case of our
previous work in mission planning—one can divide each route into phases and
proceed the simulation in a breadth-ﬁrst manner (each level being one phase of
the route). This way, the planner will at least have some idea of the goodness
of each route, should the time limit the planner to make a decision before it has
performed a complete set of simulations. If, however, no pre-determined routes
are to be used during execution as in the case of the rover, then a natural
way is to proceed in a depth first manner. Another possible approach is to
divide the simulation artificially into several segments and proceeding breadth-
first, simulating different segments from different simulation trials. This would
involve significant overhead since we need to keep a record of all the states of
each trials in between each simulation. Thus, our approach here is to perform

a complete simulation, trial by trial.

To reduce the amount of computation, we can use the A* search method if
we can build a heuristic function which can estimate the cost of the remain-
ing route. Another possibility is the branch and bound method used in the
area of Operations Research. Due to uncertainties which exist in the models,
simulations must be performed multiple times using the available stochastic
information to éapture the overall effect and also to reduce the variance of the

outcome variables.
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Figure 5.3. Simulation-Based Rover Route Planning System

2. The Plan Evaluator/Selector evaluates the results of the simulations and
suggests a plan for execution. Currently, three elements are considered: 1)
closeness to the goal location; 2) the total time elapsed; 3) power usage. These

elements are combined into a single score using the following equation:

Score = Wy x dist + W, * time + W, * power (5.8)

where

dist = is the distance between the rover’s location and the goal location.

time = is the total virtual time elapsed between the start and end of the
simulation

power = is the total power usage of the rover

Wy, W, and W, represent weights attached to each factor so that they can be
adjusted appropriately to reflect the needs of the user. Since we want all of the

above to be minimum, the score should be as low as possible.

5.2.2 Experimental Design

Our SBP method’s experimental design approach to the rover problem is to vary

the terrain and the rover configuration. More specifically, we vary three factors: rock
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Figure 5.4. Sampling Range and Distribution of Simulation Factors

distributions (both in terms of size and frequency), unit distance of travel and unit
angle of rotation. If the planning experiment is performed using the full factorial de-
sign approach, the number of combinations to simulate will be prohibitive. However,
optimization techniques such as response surfaces and metamodels can be used to
alleviate the problem. Response-surface methods usually involve a series of small ex-
periments utilizing full or fractional factorial designs to explore the response surface
and approximate the function of simulation. We can use this approximate function
to move to the area that is near optimal as soon as possible and then as the optimum
is approached, use some technique of local exploration to find the precise optimal
point.

There are three major factors to consider in creating the terrain: 1) rock sizes; 2)
rock frequencies; and 3) rock placements. Once a rock coverage and the lower limit
of the rock size D is set, the frequency is produced from the Moore’s model. For a
single simulation run, the rock sizes are then sampled randomly from the range D
upto a predetermined limit (23cm) according to the frequency given above. Once the
rover is on Mars, the map that is generated from photographs will be used to place
rocks that are large enough to be obstacles in their absolute locations. The remain-
ing terrain in between the large rocks can be simulated through the Moore’s model

during simulation. Later, we can use any additional information that is available
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(distribution of rock sizes and frequency) of the landing site to design a non-uniform
sampling distribution. By using visual information of the landing site, we can build
rock distributions that are similar to the actual terrain characteristics. The place-
ment of these smaller (less than 23cm in diameter) rocks will be random. As time
permits, multiple simulations with different small rock placements will be performed.
On a higher level, the percentage of rock cover can be varied to be between 6% to
19% but it is fixed at 6% for now. Thus, a simulation environment is set by the tuple
(D, A, T) where:

D = [4.0,12.0] representing the unit distance of travel (in centime ters)

A = [3.0,7.0] representing the unit angle of rotation (in degrees)

T = is the terrain determined by (s, f,p) where s = [0.05,0.23] (in meters) is the
diameter of the rocks, f = 6 is the percentage of rock coverage and p is the placement
strategies of the rocks which is done randomly in the current implementation but
may be based on other probability distributions using available data. Since there are
infinite number of combinations of these factors, our approach is to sample D and A
at certain intervals while creating T by randomly selecting the values for s. Since f
and p are fixed in this prototype, we will refer to the terrain simply as T (s). Because
it is possible to determine f from observations of the surrounding terrain either by
satellite imagery or by local camera images, it is reasonable to assume that we can
fix f to be a certain value for a particular planning situation. It is also possible that
we can narrow down the range of s in a similar way.

For the simulation, we use discrete time step simulation with the following algo-

rithm (repeated for each route):

While (Goal is not reached) do
Sample sensor data

Follow route by executing action on rover
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Update rover state variables
Update current clock time by AT
End While

Until the rover’s state variables indicate it has reached the goal location, the
planner continues the above loop and continues on its route. Sampling sensor data
involves sensing the rocks on the terrain using the sensor model built from JPL’s
description. Depending on the size and location of a rock, the planner may also
invoke the hazard detection sensors-indicating that the rover will have to maneuver
around the obstacle. Smaller rocks (with diameter less than 23 cm) are ignored by
the hazard detection sensor but is likely to cause the dead-reckoning error to increase.
For the rover route planning problem, this is the distinguishable aspect of SBP which
is handled differently (or sometimes not at all) by other planning methods.

The effect is captured by incorporating a dead-reckoning error model into the
simulation which is modeled as a white process. A white process is a random process
where the distribution of the expected value of the members of the collection of
functions over all frequency components in the full range is uniform. This is an
idealized concept which does serve as a very useful approximation where noise is
wideband compared with the bandwidth of the system. Finally, the state variables
(location x,y) are updated accordingly using control dynamics of the rover along with

the clock.

5.3 _Prototype Environment

For the prototype, a graphics user interface to the planner has been developed by
our MOOSE (Multimodel Object-Oriented Specification Environment) group. Fig-
ure 5.5 shows the interface we have built and the routes traversed using our algorithm.
Through this interface, the user is able to define various parameter values for the ter-
rain, the rover, the experimental design, and the output analysis. A user can either
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Figure 5.5. Rover Route Planning Runs

set the parameters to certain values or select certain ranges in which parameter values
will be randomly sampled and used in the simulations.

The shown paths in figure 5.5 are 20 replicated simulations on a terrain where the
rock sizes are 10cm in diameter or smaller and the overall area of rock coverage is 6%
(i.e. 6% of surface area are covered by rocks). The start location is at (10,10) and the
goal location is at (600,500). The distance to the goal is 766cm. Since the distance of
the real runs tested in the Mars Rover experiment was 7.6m, our test distance is an
appropriate choice. The paths that are darker and end exactly at the goal location
are dead-reckoned paths (paths the rover thinks it is traversing in) and paths that

are lighter and stray away from the goal location are actual paths the rover traveled.

5.4 Planning Results

In the rover experiment, a test run was considered successful if the rover’s dead-
reckoned position estimate implied that it had reached the goal. Based on this def-

inition, all 20 of our rover route planning runs in figure 5.5 were successful at unit
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distance of 6.5cm. This is a good match to the rate of success of the real rover test
runs, which was 39 out of 40 with unit distance of 6.5cm. Figure 5.6 displays the
response surface graph of the average evaluation scores obtained from 20 replications
of each simulation environment (D, A,10). 10 implies that the terrain is made up
of rocks whose sizes are 10 cm in diameter or smaller. Thus, for such a terrain, we
can observe from figure 5.6 that the area of optimal configuration will be near the
area where unit distance is 7 cm and unit angle is 3 degrees. Figure 5.8 shows the
confidence interval half-widths at 95% of the mean evaluation scores produced in fig-
ure 5.6. The area where the confidence interval width is the smallest coincides with
the area of near optimal configuration in figure 5.6 which means the near optimal
configuration area is also quite stable.

Figures 5.7 and 5.9 are scores and confidence interval half-widths for (D, A, 20).
The overall shape of the response surface is somewhat similar to the one in figure 5.6.
However, there is a significant difference in the area where score is minimum. In
figure 5.7, the area of close to optimal configuration is when unit distance is set to
7.3 cm and unit angle is set to 3 deg whereas in figure 5.6, the optimal area is where
unit distance is near 3.6 cm and unit angle is near 4.8 deg.

As the difference of the optimal configuration point is significant depending on
the terrain, having the ability to search for the near optimal configuration given the
current terrain environment will be crucial to the overall success of the mission.

In this chapter, we were able to observe how simulation-based planning can play
a role in predicting near-optimal configurations for terrain traversal in a given envi-
ronment. This exhibits the potential for on-line adaptive planning. One can imagine
that, once on Mars, the rover can first gather information about the environment as
much as possible and fhen using this current, local information, the rover can per-

form simulation-based planning to figure out which configuration (unit distance and
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angle, traversal algorithm etc.) is likely to produce the outcome that will be closest
to the goal.

In addition to unit distance, unit angle and terrain, which we have varied in the
experiment, we can also simulate other factors such as the time of day-to predict the

effects of light on the energy, for instance.
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CHAPTER 6
NONDETERMINISTIC ADVERSARIAL ROUTE PLANNING

6.1 Air Force Mis'sion Planning

Similar to the CGF mission planning problem discussed in chapter 4, the Air
Force Mission Planning is a good candidate for SBP since it is adversarial and also
nondeterministic. To illustrate, here is an example air combat scenario in Figure 6.1.

This figure defines a scenario with dynamically moving objects. The mission
of the blue force fighter aircraft is to pave a path for the bomber to disable the
factory. There are three radar locations, (R1,R2,R3), each with different effective
detection ranges. On the surface, the problem of guiding the blue force around the
radar coverage, and toward the factory, seems like a simple problem in computational
geometry. In actuality, this is the way in which most route planning operates. A rule
might be formed “To locate a path, avoid radar fields and storm fronts” to aid in the
decision making. Consider the following available knowledge at some point during

the mission:

1. Uncertain location and range: Radar locations R2 and R3 are permanent fix-
tures and have been identified by satellite imagery. However, R2 may have been
upgraded to have a wider range. Moreover, R1 may not exist. A land-based

scout report suggests that it may.

2. Uncertain enemy mission: Red force aircraft are known to fly a routine recon-
naissance route toward the north. Is the red force on a routine mission, and
therefore out of the way, or has the enemy indicated the blue force strength,

providing the red force with an intercept mission?
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Figure 6.1. Air combat scenario with dynamics and uncertainty

3. Uncertain force strength: An AWACS monitoring plane has just identified a
blue force (as denoted just south of the AWACS) but it is unclear as to the
number and type of aircraft. The factory has four anti-aircraft (AA) guns but
the intelligence reports are not complete; the range and accuracy of the guns

is largely unknown.

4. Weather conditions: Weather stations report a storm front to the West, moving
East, but the cloud cover situation is unclear; only a fuzzy estimate can be made

of the height and severity of the storm.

These types of uncertainties may well be the rule rather than the exception.

As the example shows, large part of the mission is dependent on which particular
route or air corridor you will fly through and it basically becomes a route planning
problem with many uncertainties on the way. Of course, some higher-level expert
system can be used and should be used as a meta reasoning system on top of the
SBP planner to provide guidelines as to-given the current situation-what general

heuristics we are to use in generating alternative air corridors for simulation.
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Figure 6.2. Top Level Architecture of Air Force Route Planner

In this chapter, we present the design, implementation and some preliminary

results of the prototype built for the air force mission planning domain.

6.2 Planner Architecture

Figure 6.2 shows the specific top level architecture for the Air Force Route Plan-
ner. The generic Route Simulation Module in Figure 2.1 is now instantiated to the

Air Force (AF) Mission Route Simulator, which is described in the following sections.

6.2.1 Maultimodel of AF Mission Route Simulator

In this section, we describe the multimodel for the Air Force Route Simulator
which resides inside the Trial block. First, the class hierarchy of our Air Force
multimodel appears in figure 6.3. Assuming that a set of alternate routes and envi-
ronment data are given, the following models are simulated and evaluated for each
route R;. The simulation process is replicated and its output results are accumulated

and then analyzed by the Analyzer.
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Figure 6.4 shows a general layout of all the objects that are currently implemented
in the simulator module. We assume there are seven types of PHYSICAL objects:
BlueAC, RedAC, Radar, SAM, Wx, Tgt, Zones and one ABSTRACT object called
Eval. The class BlueAC stands for Blue Aircraft and RedAC similarly stands for
Red Aircraft. Radar represents a ground radar site. SAM represents a ground SAM
missile site. Wx represents the weather. Tgt represents the target that needs to
be destroyed. In the current prototype the target is the headquarters for the red
force. Zones represent the area of defense zone. For the zones, we assume that there
are a set of radars strategically located inside the zone such that when an enemy
aircraft (BlueAC) flies inside the zone, it is detected. Any number of each object
type may exist depending on the specific mission situation. If the user defines the
environment to have 3 radars then, by the nature of the object-oriented paradigm,
3 Radar instances of the Radar class are automatically created. Having multiple
weather objects is unimaginable but a weather object made up of other sub-weather
objects such as wind, cloud and sun is certainly plausible. During a typical simulation
loop, every object updates its local state and/or perform action(s) which in turn may
affect other objects in the following time slice. The last object to be called within a
simulation loop is Eval. We describe the role of each object models in more detail
below.

Eval

Figure 6.5 shows a functional block of Eval which contains the various check
functions that check the status for each object class. Notice that if there were n

objects of class Radar, then the Check Radar function will check all n radar objects.

1. Although it is not explicitly shown in the figure, Eval is responsible for main-

taining a consistent and aggregated “current state” of the world. In other words,
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Figure 6.5. Eval(Evaluation) model

using the notation defined in section 2.2.1, Eval is responsible for maintaining

Q(t).

2. Eval decides the outcome of interactions between objects. In a way, it plays the
role of God. Every time Eval is executed, it looks for certain condition of each
object such as Missile Fired or Engagement. If object O; has fired a missiled
targeting object Oy, for example, the outcome of the event (missed_target,
destroyed_target) is determined by Eval. Our reason for having Eval determine
such events is because we wanted to maintain symmetry and self containment
among objects. It is not symmetrical to have either any of the two objects
decide the outcome of an event that is outside of their control. Determining
the outcome can be as simple as sampling from a given probability distribution
or simulating a lower level model which would contain a physical model of the

missile.

3. Eval evaluates each situation for every time slice and maintains a score that
represents the goodness of the plan. The evaluation score is constantly affected
by events during the simulation. In the prototype, we have assigned arbitrary
values to each event; a positive(good) event has a positive value and a nega-

tive(bad) event has a negative value. The following explains our initial set of
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events which have already been implemented. We list the set of implemented

events in association with each object type that is interacting with the BlueAC.

RedAC

e NOKILL : neither the RedAC nor the BlueAC has been destroyed. The

score is unaffected by this event.

* RED KILLS BLUE : RedAC has destroyed BlueAC. The value here is set

the maximum negative value since it implies that the mission has failed.

® BLUE KILLS RED : BlueAC has destroyed RedAC. The value is positive
but is not set to the maximum value since it does not immediately imply

that the mission is a success.

° RED_AND_BLUE_KILL_EACH_OTHER : BlueAC and RedAC has de-
stroyed each other. The score is first increased by a positive value since a
RedAC was destroyed but is decreased by a larger negative value because

the mission has ended in a failure.

SAM

® NOKILL : Neither the SAM nor the BlueAC has destroyed each other.

The score is unaffected by this event.

e RED KILLS_BLUE : red SAM missile was fired and has destroyed BlueAC.

The score is decreased by the maximum amount as in the case of RedAC.

e BLUE_KILLS_RED : BlueAC has destroyed the red SAM missile site. The
score must be increased by a positive value but should not be increased
by the maximum amount since it does not immediately imply that the

mission is a success.
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e RED_AND_BLUE_KILL_EACH_.OTHER : BlueAC and red SAM has de-
stroyed each other. The score is first increased by a positive value since a
SAM was destroyed but is ultimately decreased by a larger negative value

because the mission is a failure.
Tgt

e TGT_DESTROYED : red Target was destroyed by the BlueAC which
implies the mission was a success. The maximum positive value is added

to the score to represent the attractiveness of this outcome.

Radar

e BLUE DETECTED.BY_RADAR : BlueAC has been detected by a radar.
A small amount of the score is decreased every time the BlueAC is de-
tected. Unlike previous events, which occur only once, this event can
reoccur for each time step as long as the condition holds true. The logic
behind this is that the longer the BlueAC is exposed to the radar, the
higher the danger is of being attacked and thus the score should reflect
this property. More accurate results will be obtained if the radar is mod-
eled at a lower level where other red aircrafts are contacted to intercept

and possibly destroy BlueAC.

Finally, when BlueAC has successfully destroyed the target, the remaining fuel
level is calculated and added to the score in order to reward alternatives that have
used less fuel. Thus, in the current prototype the evaluation function is based on
the common sense judgement where the remaining fuel level, the level of safety and
the level of success (in terms of destroying the target) is combined to represent the

goodness of a route plan. As better expert knowledge becomes available from an
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Figure 6.7. Interdiction FSA for BlueAC

SME(Subject Matter Expert), we expect that finding a good evaluation function will
play a major role in making SBP a viable methodology in military planning.
BlueAC
The objects BlueAC and RedAC are Dynamic Objects ( as defined in section 2.2.1).
The top level model of the BlueAC object is shown in Figure 6.6. In our prototype
we have uniformly named the main top level method of each class as Execute. At
the highest level of the BlueAC object, for an Interdiction mission, it is modeled as

an FSA with three phases: Approach Target, Return to Base and End Mission.
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Figure 6.8. Traverse Route function for BlueAC::Approach Target

Figure 6.7 shows the refinement FSA for Approach Target phase appearing in
figure 6.6. In normal circumstances, BlueAC traverses the given route. However,
whenever an enefny aircraft or a missile is detected, it must switch into an alert mode.
Once the danger is no longer present, BlueAC can go back to the Traverse Route
phase. Finally, when the target is within range, the FSA transitions to the Destroy
Target phase. After the target or the BlueAC has been destroyed, the Approach
Target FSA exits with the appropriate condition. This exiting condition is used at
the higher level to transition to the appropriate next state in the FSA which is Return
to Base (Figure 6.6).

Going another level down from the Traverse Route phase, figure 6.8 illustrates the
functional block model for updating the location while traversing the route. It takes
as input, the aircraft’s speed, current location, angle, fuel level and wind factor.
Except for the wind information, all the other information are maintained in the
vector x(k) which represents the state of BlueAC at time k (current state). The
UpdateLoc function produces the next state x(k + 1). We can express the state

vector x(k) as follows :
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x(k) = g (6.1)
s

where z(k), y(k) and 6(k) describe the current location of the aircraft. s(k) denotes

the current speed and f(k) denotes the fuel level at time k. Currently, the speed is set

to a constant. It is certainly possible, however, to explore different constant speeds

or varying speeds during the simulation to experiment other possibilities. Based on

the current speed, we calculate the unit distance T(k) for At using

T'(k) = s(k) x At * scale_factor (6.2)

The term scale_factor is used to either scale down or up the simulation granularity

of the terrain grid. Finally, the fuel level f(k) is modeled by equation 6.3.

flk+At) = f(k) — (s(k) * At % scale_factor) x fuel_consumption_rate

—ws(k) * cos(|6(k) — wé(k)]|) (6.3)

where ws(k) is the wind speed and wl(k) is the direction of the wind at time k. The
fuel_consumption_rate refers to the amount of fuel that is consumed per basic unit
of distance(e.g. per mile or per kilometer). In addition to the current speed, the
wind can have an effect on the fuel consumption depending on the angular difference.
Based on this difference and the wind speed, the fuel consumption will either increase
or decrease. BlueAC’s fuel level is updated every At.

In the current prototype, only the Traverse Route and Destroy Target behavior
have been fully implemented. The RedAC Alert Mode can, however, be further
refined as another FSA as shown in figure 6.9. The Missile Alert Mode will also take
on a similar FSA model as in figure 6.9. However, if the FSA in figure 6.9 were to be
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PARAMETERS
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1 = false 2. enemy lost
& 3  false |4 = false or 5 = falsg 3. enemy destroyed
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6. blue destroyed or disabled

enum
a. mission behavior
= {passive, aggressive)}

e J

Figure 6.9. Red Aircraft (RedAC) model for BlueAC object

further refined, it will have a different refinement model since different tactics and
physical models will apply in monitoring, combatting and evading a missile or an
aircraft.

The return trip of the BlueAC to the base is not currently implemented in the
prototype. However, this can easily be taken into account. The simplest way is to
add a function such as the one shown in figure 6.10 that calculates whether there’s
enough fuel for a return trip. And if so,< reward the alternative highly and if not,
penalize it severely. If the return flight is likely to involve significant risks and the
safe return of the BlueAC is of major concern, the return flight should be simulated
and scored in much the same way as it was done for the Approach Target Phase of
the mission.

The Red Aircraft model shown in figure 6.11 have a special mission. They are
assigned to certain defense zones where their duty is to defend their zones from
any intrusion by an enemy aircraft. When the models are set, the user describes
the starting state of RedAC: its location, fuel level, current speed and any zone

assignment. Once the simulation starts, the RedAC starts from its initial location
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Figure 6.10. Return to Base functional block for BlueAC
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and flies to its assigned zone. After reaching the zone(s), it goes into a surveying
mode-flying back and forth following the zone from one end to another. If RedAC
is assigned to more than one zone, it is reasonable to assume that it is assigned to
consecutive zones. So, if it is assigned to zone 1 and 2, for example, it will first fly to
the northwest cofner of zone 1 and then once it has reached zone 1, it will fly towards
the northeast end of zone 2. When it has reached the east end of zone 2, it will turn
around and start a flight back towards the west and so on. |

While performing the survey mission, whenever a BlueAC crosses an assigned
zone, the assigned RedAC will go into an Intercept mode and pursue the BlueAC
and attempt to destroy it. Once the two aircrafts come within range, Combat may
occur. RedACs having other types of specialized missions should also be modeled
and simulated in the future.

The next two objects belong to the Static Objects group as defined in section 2.2.1,
since we are assuming both the missile and radar site are immobile. The SAM
missile has three ranges: Track range, Missile range and Arm range. The track range
represents a range where an aircraft can be detected and tracked. The missiles can
actually be guided towards the target in preparation for launch within the Missile
range. Finally, if an aircraft comes within Arm range we assume the SAM missiles
will be automatically launched to destroy the target. We have employed a generic
SAM missile site model here but a more specific and sophisticated model can be used
if necessary.

We model ground radar sites as a simple one level FSA as shown in figure 6.13.
When BlueAC is detected by a radar, a possible action by the radar station would
be to contact other RedACs to intercept and destroy the blue aircraft. Currently, we

capture this effect by having decrementing the score by a certain amount for every
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Figure 6.12. Model of SAM missile site

time slice BlueAC is detected by a radar. Thus, the longer the BlueAC is exposed to
the enemy radar, the lower the score will be.

Finally, the weather object Wx is modeled as having the wind factor. The wind
has a constant speed and a constant direction.

The model presented here is by no means complete nor has it been validated by an
SME. Since building sophisticated and realistic models is not the issue in our current

research, simple yet sensible models were built to prove our SBP approach.

6.3 Demonstration Mission Type

Our demonstration air mission is interdiction. Interdiction mission is a typical air
mission where the purpose is to destroy, delay, or disrupt existing enemy surface forces
while they are far enough from friendly surface forces that detailed coordination of
aerospace and surface activities is not needed. The objective of interdiction entails
the execution of carefﬁlly conceived, comprehensive plan designed to isolate an area

and to stop all support from reaching the area of conflict.
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Figure 6.13. Radar model
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Therefore, the task of the attack aircraft can be defined as “hitting the tar-
get swiftly and accurately with whatever munitions are carried, and return to base
safely” [39]. To achieve this task, the enemy defense must be penetrated. However,
difficulties arise because methods of penetration can vary according to the strength
and sophistication of the enemy’s detection, reporting, command and control network,
an& how much intelligence is available about its capabilities. A balance between fuel
and munitions in determining the load to be carried is also important in mission
planning. Considering these uncertainties and constraints, selecting the best route is

a very difficult task.

6.4 An Air Interdiction Scenario

As one of the applications of the SBP, we have chosen a typical air interdiction
scenario, and developed its Simulation Based Planner (C++) and GUI (Tk/Tcl)
under our Multimodeling Object-Oriented Simulation Environment (MOOSE). In
order to show the usefulness of the SBP approach, consider an air interdiction scenario
in Figure 6.15. This Figure defines a scenario with dynamically moving objects. The
mission of the blue force aircraft is to destroy a red force munitions factory. There are
three Radars (R1, R2, R3) and two Surface-to-Air Missile (SAM) sites(S1, S2), each
with different effective detection ranges. Two red force aircrafts (A1, A2) are located
in air defense zones Zone2 and Zone3 respectively, while one red force aircraft (A3)
is located outside of the air defense zones. At a first glance, the problem of guiding
the blue force around the radar, SAM and air defense zone coverages, and toward the
factory seems like a simple problem in computational geometry. In fact, this is the
manner in which most route planning is done. A typical rule might be formed “To
locate a path, avoid radar and SAM fields, and avoid fighting against enemy fighters.”
However such a rule based reasoning becomes more onerous when uncertainty and

dynamics are present.
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To see what kind of uncertainty and dynamics are involved, consider the following

available information at some point during the mission.

e Uncertain location and range : Radar R and R2 have been identified as per-
manent fixtures, but an intelligence report suggests that B8 may have mobility.
All the ranges (target, missile, arm range) of SAM site SI is well known, but
only the arm range of S2 is known and it has been reported to have a better

guidance system including swift mobility making its location uncertain.

e Uncertain enemy mission : red force aircraft A7 and A2 are known to be on
a Combat Air Patrol (CAP) mission, since they are always detected around

zone2 and zone3d. But A3’s mission type is unknown.

For each simulation trial, the uncertainty of S2 is handled by first sampling a
random location for §2 within the boundaries of the circle drawn around S2 in fig-
ure 6.15. Taking this location as the center point of the SAM site, a boundary circle
is drawn representing the arm range of the SAM site. The uncertainty of the radar
R3is handled in a similar manner. The location is first determined by sampling the
point within the uncertainty circle drawn by the user. Using the sampled point as
the center point of the radar, a boundary circle is drawn representing the detection
range.

For the objects in our air force mission planning domain, we can categorize the

uncertainty into several types:

1. uncertainty of existence: the object may or may not even exist.

2. uncertainty of location: an area of uncertainty of the object’s location is avail-

able but it is not certain of the exact location of the object.

3. uncertainty of range: the exact detection range or firing range is not known.
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Figure 6.15. A Typical Air Interdiction Scenario
4. uncertainty of mission: the exact mission type of an object is unknown.
5. uncertainty of fire power: the destruction capability of the object is uncertain.

For our current prototype, we have concentrated mainly on location and range un-

certainties.

6.5 Planning Results

Figure 6.16 shows two possible routes (Routel, Route2) under the environment
defined in figure 6.15. The goal of blue force aircraft is to destroy the red force muni-
tions factory while satisfying 3 constraints: time or fuel level, safety, and destruction
of the target. Given the possible routes, the role of the simulation-based planner is to

choose the best route minimizing time and fuel consumption, and maximizing safety
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and target destruction. In figure 6.16, Routel is more attractive than Route2 if we
value mission time above all others, but seems less safe since it is vulnerable to an
attack by red fighter A1. Route2 might be considered more safe and achieve higher
target destruction than Routel by avoiding the attack from fighter A1 and SAM site
S1. However, it will be detected by radar R2, increasing the probability of losing
blue force aircraft or damage to blue force aircraft. Moreover, there is a big chance
of being detected by radar R3 even though its location is uncertain. The table at
the lower left of figure 6.16 shows the result of the simulation. We display the mean
score and the confidence interval half width of each mean at a 90% confidence level.
As can be expected, Route2 is more successful since it avoids direct attacks from the
highly destructive enemy fighter and the SAM site (mean score of Route2: 69, mean
score of Routel: -54).

If we delete Route! and consider another route based on the result of the previous
situation, we have two routes that we want to analyze. Figure 6.17 illustrates these
two candidates. Route3 was chosen to avoid direct attack from A1, but for a short
time period it will be detected by R1. Routed also takes the blue aircraft into the
track range of S1, but not into its arm or missile range. Being detected in the track
range of 51 is not very dangerous since only tracking functions may be performed by
S1. Overall, we expect the success rate of route 3 to depend largely on the result of the
samplings for uncertainty factors: specifically, the location and guidance capability of
SAM S2and the mission type of A3. If the powerful guided system of SAM is sampled
close to this route, or A3 has an intercept capability, then the chance of success will
be very small. Otherwise, the chance of mission success will be very good. These
nondeterministic and stochastic characteristics are resolved by multiple simulations
using different samplings of the uncertainty factors. The confidence interval of the

mean score of Routef is wide in comparison to that of Route2 due to the reason
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Figure 6.17. Deleting Routel and inserting Route3

previously discussed; however, the overall mean score is better than that of Route2
because of the small chance of being detected by S2 or intercepted by AS.

We can now delete Route2 and insert another route, Route{, which is carefully
chosen to minimize the amount of time that a blue force aircraft falls within the
detection ranges of R2 and R3 as in figure 6.18. The result of the SBP shows almost
the same mean score for Route8 and Route4 (Route3 : 110.36, Route/ : 103.08) with
Route8 being slightly better!. Intuitively, Route 4 seems like a better route since it
only involves radar sites whereas Route 3 has a SAM site S2, although its location
may be uncertain. With simulation-based planning, however, we discover that Route

4 1s a slightly better. But depending on our objective, we may select Routef as the

'The goal is to maximize the mean score for determining the better plan.
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Figure 6.18. Deleting Route2 and inserting Route4

best overall route based on its narrower confidence interval (Route/ : 1.3, Route$ :
6.0).

Next, in order to reduce the total number of replications in the simulation, we
compare two different methods of output analysis. These two methods are discussed
in detail in Chapter 2. The first one, which we refer to as the “iterative” method,
attempts to quantify significant pairwise differences among the k means within a given
confidence interval . We call it “iterative” because of the fact that the algorithm
iterates-performing for every iteration, a set number of b replications and analyzing
data to see if there are any significant differences. Whenever a route is found who is

significantly worse than all the other routes, it is eliminated. The iteration continues
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until only two routes remain and a difference exists between the two of them. Note
that since we have 4 routes in our experiment, each confidence level for the pairwise
differences must be made at 1 — o/6 2. The second method, which we refer to as the
“non-iterative” method(referred to as “Selecting best of k systems” in section 2.2.3),is
a method that avoids making unnecessary number of replications to resolve what may
be an unimportant difference. When two alternatives are actually very close together,
in terms of their goodness, we might not care if we erroneously choose one system(the
one that may be slightly worse) over another(the one that is slightly better). Thus,
given a “correct selection” probability P* and the “indifference” amount d*, the
method calculates how many more replications are necessary in order to make a
selection—a selection where with the probability at least P*, the expected score of
the selected alternative will be no smaller than by a margin of d*. In the following
experiment, we have chosen P* = 0.95 and d* = 13. A smaller d* will produce more
accurate results but with many more replications.

In addition to the two routes that appear in figure 6.18, we add two more routes
are added to test how much the number of replications reduce and also if the identical
selection is made. The routes are shown in Figure 6.19 and are renumbered. Route
2 and Route 0 represent two alternatives that are very close together and is likely
to require many number of replications to quantify a significant difference between
them. As expected, Routes 0 and 2 do exhibit similar responses as shown in the
following plots. Figures 6.20 and 6.21 are results with just 3 routes: 0, 1 and 2.
Figure 6.20 shows the mean score change of the routes using the simple iterative
method. After the first 20 replications, the planner decides that route 1 can be
eliminated since its scores are in general significantly lower than the other two routes.

It then performs 120 replications for both routes 0 and 2 before it decides that there is

?Refer to section 2.2.3 for detailed explanation
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Figure 6.20. Plot of mean score changes of 3 routes using iterative method

significant pairwise difference in their means to make a selection. Using this method,
we perform in total 120+ 120+ 20 = 260 replications. With the non-iterative method,
although the method decides that 10 more (130) replications are needed to make a
decision on route 2, less number of replications are made in terms of the total number—
130+54+20 = 204. Note the weighted means calculated by the non-iterative method
which is used in making the final decision as to which of the two remaining routes
is the best one. In this particular scenario, both the iterative and the non-iterative
methods select route 0 as the best alternative.

Now, we add a 4th route, Route 3 which is the shortest but perhaps the most
dangerous route of the route. Figures 6.22 and 6.23 show the mean score changes for
these 4 routes. Route 1 and 3 are eliminated after 20 replications since the average
scores are significantly lower than routes 0 and 2. With another route added, the
mean score change plots are somewhat different than in the case where there were
only 3 routes. And this difference pushes the iterative method to continue replicating
60 more times (180 in total) for each of the two routes before it makes a decision.
Consequently, it chooses route 0 as the better route—a different selection than when
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Figure 6.21. Plot of mean score changes of 3 routes using non-iterative method

only 120 replications were performed. In the non-iterative method, it makes only 69
replications for route 0 and 21 replications for route 2 before it makes a selection. It
chooses route 2 to be the best route in this particular case. As discussed in chapter 2,
this can occur because the non-iterative method only ensures that it makes a correct
selection within a given probability P*. And since the indifference amount d* was
chosen to be 13, it basically decides that route 0 and 2 are indifferent and many
more replications is really not necessary. Overall, the iterative method performed
400 replications whereas the non-iterative method only did 130 replications.

To find out whether the mean scores of the two routes 0 and 2 reach some kind of
steady state or just continue to oscillate, we performed 500 replications. Figure 6.24
shows this result. As we can see in the graph, the two routes do reach a steady state

and route 0 does seem to have a higher average than route 2.
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Figure 6.22. Plot of mean score changes of 4 routes using iterative method
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CHAPTER 7
CONCLUSIONS

We have presented the method of simulation-based planning as a new approach
to route planning under uncertain and complex environments. Our claim is not that
SBP should completely replace all other forms of planning, but that this approach
be used in conjunction with already existing, higher level planning approaches. This
way, given a set of alternatives to consider, SBP is able to extend the evaluation hori-
zon in mainly three aspects: probabilistic uncertainty is handled through replicated
simulation of models rather than solving them analytically using probability theory;
the level of reasoning is extended to a finer level of granularity, producing plans that
are closer to the level of execution while discovering subtleties that may be missed
by a higher level planner; and finally, SBP breaks down the complexity of multiagent
adversarial planning by employing object-oriented multimodel simulation.

There are several advantages to using Simulation to predict the results of plan
execution. We list them here in addition to the ones that have been stated in sec-

tion 1.3.

1. Simulation provides a uniform method without resorting to adhoc solutions. In
simulation, each entity in the environment is simulated in a uniform and consis-
tent manner by using models that represent both the physical and behavioral
properties. Thus, simulating a plan is a natural consequence of simulating each
of the entities by itself without having to worry about the global state change
as a result of each entities action. Using object-oriented programming methods,

each object is simulated using its own model.
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9. Because there is no central reasoning node for the simulation but many individ-
ual simulation models for different entities, scalability is a natural consequence.
Extendibility is another advantage simulation provides. For example, the ef-
fects of adding a new type of entity will be clear, only the behavior models of

each entity must be updated to recognize and reason about this new entity.

3. Similar to how simulation is used for visualization, simulation can be easily
used to perform visual playback of how a plan was simulated to explain the
planner’s decision. This can be very useful for the military since much of the
military training is done through “after action review” —which is reviewing and

analyzing the actions that were performed during battle.

4. Once a plan is chosen for execution, the simulation data that was generated
during the planning process can be used to match with the current real world
state. This can be compared to a common technique used in adaptive control
theory where a reference model is compared with the actual performance data

in order to tune the controller to a desired state [1].

5. Once the simulation results have been produced, the data can be analyzed and
interpreted in several ways to choose the “best” plan. For instance, we can
choose the plan which has not only a good average score but also the minimum
variance to ensure that it is the safest plan possible. We may also decide to
choose a plan that has the most number of highest scores even though the
confidence interval width may be large in order to select a plan that has the
best potential in spite of risks involved. We can even decide to choose a plan
at random (given that the scores are above some threshold) which will produce
nondeterministic planning. This is particularly useful for mission planning-

opposing forces should not be able to predict your plan.
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A common drawback of simulation is that it can be quite time consuming. Be-
fore the advent of fast low-cost personal computers, few researchers would consider
simulation of a fairly extensive experimental design to be a possible candidate for
real-time mission planning. However, as the speed of low-cost computers increases,
the simulation-based planning technique is becoming more and more attractive. In
order to build SBP planners that can satisfy time constraints, we have presented var-
ious ways of reducing the simulation time in terms of output analysis, experimental
design and multimodeling. We have also presented a heuristic algorithm that records
the average cpu time of each route simulation, uses the data to predict time usage
and then designs the experiment accordingly to produce the result within the time
constraint.

We have also identified some problem areas where SBP will be most useful. It
is expected that for areas where there is little uncertainty involved or the level of
reasoning required is only at a higher level, SBP is not likely to do any better. Many
factors affect the success of an SBP planner and we briefly mention some of them
here. As with any simulation, SBP will be only as good as the models that we build
to represent the world that we are planning in. In most cases, building valid models
is not a straightforward task. Validating that models indeed accurately represent the
world is an issue that we have not addressed in this thesis. Building good evaluation
functions that correctly represents the need of the user is also an important aspect
and is still somewhat of a trial and error process. All these and many other factors
must be carefully researched and some guidelines must be developed in order to

ensure that a user will build a useful planning system.
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CHAPTER 8
FUTURE WORK

The main focus of our work was in building a framework for SBP. There are many
areas that we have not addressed in much depth and we discuss them here as our
future work.

Validation of simulation models-making sure that the models we build appropri-
ately represents the actual object—is an important aspect that we must address. A
common approach is using sensitivity analysise or an inspection by an expert. An
interesting work related to this issue is validating and checking consistencies of a
higher rule-based systems. Using the predicted outcome of an existing higher rule-
based systems and the prediction of an SBP system (perhaps at a lower level of
detail), we can compare the two predictions. Based on the comparison, we can val-
idate one system against another and find any inconsistencies, subtleties that may
have been missed by the higher level system. Taking it another step further, we may
modify and improve the higher level system using the information obtained from the
comparisons. Currently, research is underway in our simulation group that focuses
on studying effective consistency measures which will rectify differences in rules pro-
duced empirically (through knowledge acquisition) and rules generated automatically
from multiple low-level simulations.

More detailed, sophisticated models should be built to obtain better results in
terms of answer quality and also test the degree of cpu time consumption in respect
to the model’s complexity. An immediate future work would be to extend the imple-

mentation of the Air Force models to include all the levels of abstraction as shown
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in chapter 6. Larger number of objects should also be simulated to further study the
scalability and the rate change of time consumption.

Extending the multimodeling paradigm to enable model execution at any level of
abstraction is also currently underway and SBP can greatly benefit from the success
of this work since it will allow reduction of model execution time. Possibilities exist
for future work in finding other ways of meeting real-time constraints: a hybrid ap-
proach of using quantitative and qualitative (fuzzy) simulation, developing additional
heuristics to aid in optimizing the simulation process are some ideas that we plan to
research in the future.

Finally, to further extend the study of the SBP methodology, additional experi-
ments in other application areas should be performed. Also, building and comparing
two planning systems, one built using the SBP approach and one built using another

planning approach, should prove to be useful in further improving the SBP approach.
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